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PART 1

PURPOSE AND SCOPE OF DESIGN 

for

THE ARMY DISTANCE LEARNING PROGRAM (tadlp)

SYSTEM DESIGN
1.0
PURPOSE AND SCOPE OF DESIGN

1.1
INTRODUCTION

This document provides an overview and a description of The Army Distance Learning Program (TADLP) design.  It is oriented to provide sufficient technical application information suitable for the reader that has information technology (IT) background and skills ranging in expertise from that of a novice to an expert.  It provides a basic and conceptual-level description of the application environment and capabilities that relate to TADLP.  For the IT experienced engineer, this document provides a basic framework for planning and assessing the various TADLP application functions, systems characteristics, and features.  For the non-engineer, this document provides high level insight to the application components and their interactions.  For all readers, this document provides a logical organization and functional description of the system, as well as detailed design considerations.

Information in this document has been prepared in response to the requirements as presented within TADLP ORD, System/Subsystem Specification, TADLP Block 2 Statement of Work (SOW) and the Systems Requirements Specifications (SRS) Version 1.1, dated 7 February 2000, Contract No. GS00K-97-AFD-2163.  This document has been customized and tailored for TADLP to provide information that applies to TADLP sites.

This document is divided into seven parts plus appendices, as follows:

1.
Purpose and Scope of Design

2.
Assumptions

3.
Constraints on Design

4.
Design Considerations

5.
Functional Architecture

6.
System Architecture

6.1
Data Network

6.2
Enterprise Management

6.3
DTFM Calendaring and Messaging

6.4
TADLP Support for Collaboration

7.
Requirements Allocation Table

Appendix A
Database Design Considerations

Appendix B
Process Flow Diagrams

The first part, Purpose and Scope of Design, introduces the basic high level functional applications and describes the significant capabilities of the various aspects of the system as well as an overview of the system network architecture.  This first part introduces terms that will be used throughout the document.

The second part, Assumptions, is the assumptions for the overall TADLP system.

The third part, Constraints on Design, identifies the limiting technical policies and boundaries that restrict this design.

The fourth part, Design Considerations, discusses the system design considerations used in determining the optimum component selections within the design considerations.

The fifth part, Functional Architecture, provides a high level overview of the design.

The sixth part, System Architecture, presents the principal system architecture description along with detailed descriptions of Data Network, Enterprise Management (EM), Collaboration, and Security.

The seventh part, Requirements Allocation Table, provides a cross-functional mapping between the requirements and the as-built design.

The various appendices provide related reference material in accordance with their titles.

1.2
PURPOSE AND SCOPE

The Army Distance Learning Program (TADLP) is the Army’s innovative approach to training our soldiers.  TADLP makes use of leading-edge computer and communications technology to bring the instructor and all of the training-related resources to the student rather than requiring the student travel to a central location for training purposes; thereby, allowing the student to remain with their assigned units.

TADLP is a major Army initiative that will provide training to individuals and units anytime and anywhere, as needed.  The program is characterized by emphasizing and supporting development of standardized courses for the Army, and the application of modern information technology to deliver the curriculum to Digital Training Facilities (DTF).  TADLP provides an environment that supports involvement of student/instructor interaction in both real time and non-real time, as well as self-paced student instruction without need for an instructor.  The system allows students to remain with their assigned units while taking course(s) at their local facilities rather than requiring that they travel to attend a training institution.

The objectives of TADLP system architecture include:

· Scalability to accommodate a multitude of courseware applications as well as a large number of DTFs and students at a variety of locations.

· A user-friendly system, featuring a simple user interface and a single logon for each participant, independent of location.

· A system that minimizes operations and maintenance costs.

· A secure system that is C2 level trusted computing based compliant.

· An interoperable system based on standards and uniform solutions.

· A system providing reduced risks as a result of using proven commercial-off-the-shelf (COTS) technology.

The scope of this document provides the design of the processes, equipment, software, implementation and maintenance of TADLP system.

1.3
BENEFITS

TADLP is designed to provide a number of advantages and benefits, including:

· Functionality – The design provides the functionality required by the System Requirements for The Army Distance Learning Program Block 2, Version 1.1, 07 February 2000.

· Availability – The availability requirements are satisfied through a hierarchical design and redundancy of functions at different levels in the hierarchy.  Key functions have built-in redundancy and feature the use of design techniques and technology that enables high availability.  In addition, the specified level of system availability is also achieved and supplemented through effective hardware/software maintenance agreements, robust spare parts deployment, and comprehensive training of maintenance personnel.

· Scalability – The hierarchical design is scaleable to meet planned implementation objectives and can be expanded to accommodate the inclusion of future sites.  This is accomplished without the need for new or different functional solutions to minimize training costs or technology changes.

· Usability – Through the use of COTS software products and minimum customization, the design provides ease of implementation, migration, management, and use.  Users will be able to gain access from different locations with the same single logon as they travel among workstations linked to the network.

· Security – The system architecture is designed to meet all C2 security requirements, sensitive but unclassified data storage requirements, Privacy Act requirements, and the other requirements specified in the System/Subsystem Specification and System Requirements Specification documents, including Department of Defense and U.S. Army regulations.

· Reduced Risk – This architecture minimizes risk through the use of standard COTS components and adherence to industry standards throughout TADLP system.  In addition, the design techniques follow the best practices of the industry, which have been utilized to design comparable infrastructure technology.

· Interoperability & Interfacing – Interoperability and ease of interfacing is assured through the use of standard hardware and software components, as well as communications protocols that adhere to industry standards and are employed extensively throughout the industry.  These solutions have proven successful in comparable IT solutions.

· Y2K Compliance – TADLP hardware and software system is guaranteed to be Year 2000 (Y2K) date compliant.

· U.S. Army MANPRINT (MANpower and PeRsonnel INTegration) – TADLP architecture is fully compliant IAW MANPRINT criteria and provides a comprehensive program for improving the effectiveness of systems at minimal costs throughout its life cycle through the use of COTS hardware and software.

· Safety – The entire TADLP system conforms to all safety requirements.

PART 2

aSSUMPTIONS 

for

THE ARMY DISTANCE LEARNING PROGRAM (tadlp)

SYSTEM DESIGN

2.0
ASSUMPTIONS

This section presents assumptions made in preparing The Army Distance Learning Program (TADLP) design.  Assumptions establish pre-requisite conditions that provide the basis for contractor decisions relative to logic and variables for which there is no definitive specification or constraint associated with TADLP specification documents or environment.  In addition, an assumption establishes written confirmation of verbal directions that clarify or alter a documented constraint or specification.

This design meets the specific system requirements and specifications for TADLP as defined in the Systems Requirements Specifications (SRS) Version 1.1 dated 07 February 2000.  In preparing this design, the following assumptions are made:

· The end state for Block 2 is expected to encompass approximately 486 digital training facilities.  The expected user population is projected to reach approximately 737,321 users with as many as 37,433 active user accounts globally at any one time.  The system is expected to support 190,000 students per year at 162 sites.  Approximately 90% of the total number of user accounts are expected to be CONUS.

· Commercial-off-the-shelf (COTS) solutions are employed to the maximum extent practical and customized or unique solutions are to be avoided, if possible.

· New development is not required except for customization scripts.

· Operating and manpower expenses shall be minimized through the use of COTS enterprise management products and automated scripts.

· Wide-area data transport is provided via a non-secure IP router network (NIPRNET) or private leased connections, which link individual DTFs with the enterprise level Training Access Center.

· There will be no management or monitoring of non-TADLP assets.

· The physical infrastructure (building and campus wiring, network electronic components, etc.) providing Training Access Center (TAC) connectivity to TADLP switch is in place prior to start of implementation of each site.

· Collaborative processing is supported by Army Knowledge Online (AKO) and TADLP design will leverage those processes.

· Access to NIPRNET is to be via the post, camp or station existing gateway.  Reliable bandwidth requirements for TADLP will be available from the post, camp, or station.

· The Microsoft Windows 2000 Operating System (OS) with Active Directory Services is to be employed throughout TADLP structure as a migration update to Windows NT, as authorized and coordinated with the Army and Department of Defense (DoD).

· The Private Leased Line design is to be moved to NIPRNET as NIPRNET connections become available.

· Security protection at the post/camp/station level will be provided by the (ANSOC) and post Department of Information Management except for the Training Access Centers/Regional Training Access Centers (TACs/RTACs).

· Standardized architecture is required for all sites to the maximum extent possible in order to minimize enterprise management personnel requirements.

These assumptions, as combined with the constraints presented in part three, provide the limits and boundaries of TADLP system design.

PART 3

cONSTRAINTS ON dESIGN 

for

THE ARMY DISTANCE LEARNING PROGRAM (tadlp)

SYSTEM DESIGN
3.0
CONSTRAINTS ON DESIGN 

This section presents the high level and significant constraints under which this design was prepared.  A constraint is defined as a boundary and/or interface specification contained in the applicable documentation that provides a limit, or a factor that defines the maximum or minimum performance characteristics of the system design.

This design meets the specific system requirements and specifications for The Army Distance Learning Program (TADLP), as defined in the Systems Requirements Specifications (SRS) Version 1.1 dated 07 February 2000.  Constraints and boundaries for the design of the Block 2 system incorporate communications bandwidth, standards, policies, and Block 1 configuration specifications.  These constraints include the issues described in the following paragraphs.

3.1
BANDWIDTH LIMITATIONS

TADLP design was governed by three fundamental communications bandwidth constraints.  These constraints are the 1.5 Mbps limitation of bandwidth demand from digital training facilities (DTF) connected through the NIPRNET, the 1.1 Mbps limitation of bandwidth available from DTFs connected to the Training Access Center via a private connection.  The overall 100 Mbps limit on the Regional Training Access Centers (RTAC) and the Training Access Center (TAC) applies to the traffic needed to provide NIPRNET connectivity to the DTFs except for the private line sites.

3.2
FIREWALLS

One of the significant constraints that must be overcome in the preparation of the design for TADLP network is the selection of the best products for satisfying TADLP requirements and utilizing them across the shared Non-secure IP Router Network (NIPRNET).  Some digital training facilities will be connected by private links to the Training Access Center, and are therefore not subject to this constraint.  Use of the NIPRNET requires TADLP data to traverse firewalls between this network and the campus area networks (CAN) on the respective post/camp/station.  Many of the products selected for use employ Transmission Control Protocol/Internet Protocol (TCP/IP) ports and packet types that are blocked by firewalls.  This necessitated finding another solution to opening the firewalls.  The solution to this problem is discussed below.

In order to avoid opening the firewalls for TADLP communications among its components, we are using encryption and encapsulation technology for transmissions between all TADLP sites.  The implementation is further described in Section 6.1, Data Network.

3.3
APPLICABLE STANDARDS AND POLICIES

The following documents contain specifications under which TADLP design was developed:

· Statement of Work, Version 0.6

· TADLP Block 2, V.1.1 System/Subsystem Specification (SSS) for Block 2 with Qualification Metrics, dated 11 January 2000

· The Joint Technical Architecture – Army (JTA-A)

· The Defense Information Initiative – Common Operating Environment (DII-COE)

· TADLP Block 1, V.1.6 System/Subsystem Specification (SSS) for Block 1

· ISO/IEC 12207 Standard for Information Technology

· IEEE EIA 12207.0

· DoD 5200.28-STD (Orange Book)

· DoDI 5200.40, dated December 1997

· DoD 5200.1-R

· HQDA Mandated Firewall and IDS List

· National Computer Security Center (NCSC) Rainbow Series

· Information Security Systems IA-25

3.4
WINDOWS NT RELEASE CURRENCY

Only the Microsoft NT Operating System (and in the future, the Microsoft Windows 2000 Operating System with Active Directory Services, as authorized) is employed throughout TADLP structure.

3.5
SECURITY

TADLP security requirements place TADLP design constraints.  An overview of these requirements and constraints is presented in the following paragraphs.

3.5.1
Availability

The Level-of-Concern for Availability rating assigned to an Automation Information System (AIS) is based upon the necessity of the information to be maintained, processed, and transmitted by the AIS for mission accomplishment, as well as the amount of allowable delay tolerance.  The Level-of-Concern increases with the need for rapid information, and, equivalently, for cases with lower delay tolerance.

A Basic (lowest) Level-of-Concern for Availability rating is associated with information that must be available with flexible tolerance for delay or loss of availability to avoid an adverse effect.  In this context, “flexible tolerance for delay” implies mission accomplishment is not adversely affected for brief or routine system outages, although extended system outages (ranging from days to weeks) would endanger the mission.

A Medium Level-of-Concern for Availability rating is associated with information that must be readily available with minimum tolerance for delay to avoid bodily injury, loss of availability, or adverse effect on organizational-level interests.  In this context, “minimum tolerance for delay” implies that the mission accomplishment requires retrieval of the information in a short time interval, for example, seconds to minutes.

A High Level-of-Concern for Availability rating is associated with information that must always be available upon request, with no tolerance for delay to avoid loss of life or adverse effect on national-level interests or confidentiality.

TADLP Block 2 network is designed to support a robust level of training to active, reserve, and Department of the Army civilian personnel under normal and surge conditions.  TADLP Block 2 network Level-of-Concern for Availability must be maintained at a medium rating to ensure effective training during surge periods.

3.5.2
Integrity

The Level-of-Concern for Integrity rating assigned to an Information System (IS) is based on the degree of accuracy required of the information processed and transmitted by the AIS for mission accomplishment.  The greater the needed accuracy, the higher the Level-of-Concern.

The Basic Level-of-Concern for Integrity implies that a reasonable degree of accuracy is required for mission accomplishment or to avoid an adverse effect.  The Medium Level-of-Concern for Integrity implies that a high degree of accuracy is normally required for mission accomplishment.  A medium rating would imply that loss of integrity could result in bodily injury or have an adverse effect on organizational-level interests.  A High Level-of-Concern for Integrity implies that absolute accuracy is required for mission accomplishment to avoid loss of life or an adverse effect on national-level interests or confidentiality.

TADLP Block 2 network is designed to support a robust level of training to active, reserve, and Department of the Army civilian personnel under normal and surge conditions.  TADLP Block 2 network Level-of-Concern for Integrity must be maintained at a medium rating to ensure effective training during surge periods.

3.5.3
Confidentiality

The unauthorized dissemination of sensitive but unclassified (SBU) information must be safeguarded to avoid embarrassment to the government or distress to individuals.  Accordingly, TADLP Block 2 network will be maintained at a medium Level-of-Concern for Confidentiality.

3.5.4
Object Reuse

No information, including encrypted representations of information, produced by a prior subject's actions will be made available to any subject that obtains access to an object that has been released back to the system.  All authorizations to the information contained within a storage object will be revoked prior to reallocation to a subject from TADLP Block 2 network trusted computing base’s (TCB's) pool of unused storage objects.

3.5.5
Identification for Audit

TADLP Block 2 network TCB will provide the capability of associating this identity with all auditable actions taken by the individual or a system.

3.5.6
Discretionary Access Control

TADLP TCB will define and control access between named users and named objects (e.g., files and programs) in TADLP network.  The enforcement mechanism (e.g., access control lists of TADLP users) will allow users to specify and control sharing of those objects by named individuals, or defined groups of individuals, or by both, and will provide controls to limit propagation of access rights.  The discretionary access control mechanism in TADLP will provide protection from unauthorized access.  These access controls will be capable of including or excluding access to the granularity of a single user.

3.5.7
Accountability

Accountability, including authenticity and non-repudiation, is an information characteristic derived from the three basic information protection characteristics of Confidentiality, Integrity, and Availability.  Therefore, TADLP Block 2 network will maintain a medium Level-of-Concern for Accountability.

3.5.8
Identification and Authentication

TADLP TCB will require users to identify themselves to TADLP domain before beginning to perform any other actions that TADLP TCB expected to mediate.  Furthermore, TADLP TCB will maintain authentication data that includes information for verifying the identity of individual users as well as information for determining the clearance and authorizations or individual users.  This data will be used by the TCB to authenticate TADLP user’s identity and to ensure that the security level and authorizations that are created to act on behalf of the individual user are dominated by the clearance and authorization of that user.  TADLP TCB will also provide the capability of associating this identity with all audible actions taken by that individual.

3.5.9
Audit

TADLP TCB will be able to create, maintain, and protect from modification or unauthorized access or destruction an audit trail of accesses to the object it protects.  The audit data shall be protected by TADLP TCB so that read access to it is limited to those who are authorized for audit data.  TADLP TCB will be able to record the following types of events:  use of identification and authentication mechanism, introduction of objects into a user’s address space (e.g., file open, program initiation), deletion of objects, and actions taken by computer operators and system administrators and/or system security officers and other security relevant events.
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4.0
SYSTEMS DESIGN CONSIDERATIONS

TADLP Block 2 System/Subsystem Specification (SSS) and the Systems Requirements Specification (SRS) provide design directed elements, which drive decisions prior to entering a final design or implementation phase.  The selection of the specific COTS products was also done at this time and the Analysis and Trade-off Reports document provides the selection methods used.  The design team, consisting of contractor and Government personnel, considered the advantages and impacts of different approaches to the following:  1) NT Domain Structure, 2) System/Network Structure, 3) Physical Source Location, and 4) Migration to Windows 2000.  The application of these considerations is considered as a whole, not as individual items.  The consideration and their supporting rationale are described in the following sections.  The detailed system processes and design elements are specifically addressed in Section 6 of this document.

4.1 PRODUCT SELECTION

Based on the Analysis and Trade-off Reports, the following COTS products were selected for use by the TAC and RTACs for TADLP:

· Remedy Help Desk

· Asset Management

· Trouble Ticket

· Microsoft SQL

· Axent Raptor Firewall

· Axent NetProwler

· Axent Intruder Alert

· Tivoli Framework

· Tivoli TEC

· Tivoli TMR

· Distributed Monitoring

· Inventory Management

· Software Distribution

· Remote Control

· Tivoli NetView

· Cisco Works

· IBM NetFinity Manager

· Image Cast IC3

The above list is for the unique products at the TAC and RTACs.  Section 6 of this document provides a more inclusive list.

4.2
NT DOMAIN STRUCTURE

A systems design activity was accomplished to ensure an optimum solution.  This section provides an analysis relative to the design of NT Primary Domain Controllers and Secondary Domain Controllers for potential full deployment of 737,321 students and 7,515 workstations.  Specifically, a background discussion, engineering rationales, trusts, limits, loading, and traffic are discussed.  Other system and database design features are also presented.

4.2.1
Background

The systems design analysis included the investigation of alternative configurations for the NT domain structure.  Five overall structures were considered in deriving the optimum design for TADLP.  In determining the effect of the NT domain structure on performance, the following references, best business practice, and past experience were used:

· Microsoft Documentation on NT in the Enterprise

· Microsoft Performance Studies

The following assumptions were used regarding the system design:

· NT Domains are split into discrete Resource and User domains, in contrast to combined User/Resource Domains.

· Domain Administration occurs remotely through the network, in contrast to local administration.

· Trust relationships will allow for a user located anywhere on TADLP network to access core services and collaborate with a user at any other location in the network.

4.2.2
Engineering Rationale

TADLP Single Master Domain Model

In TADLP model, users are maintained in the master domain, which will be referred to as the Enterprise domain.  Resources such as printers, file sharing, and applications are maintained in separate resource domains.  A trust relationship is established between the resource and enterprise domain.  This design allows for the maximum number of users in a Windows NT 4.0 environment while maintaining ease of migration to the Windows 2000 environment.  A single master domain is too small for TADLP overall, but will support TADLP requirements up to the release and implementation of Windows 2000.

4.2.2.1
Type & Number of Trusts Required

Since workstations are a resource, they will reside in the resource domain.  Users logging in must be authenticated on the enterprise domain.  Therefore, a trust relationship between the enterprise and resource domain must be established at a minimum.  Additionally, trust relationships must be established between resource domains to allow users to migrate between domains.  In summary, each resource domain must trust the enterprise domain (one-way trust) and all other resource domains (two-way trust).

The number of trusts required for implementation of TADLP model depends on the number of resource domains.  With an assumption of six resource domains, the relation between number of user domains (E), resource domains (R), and trusts required (T) is:

T=RxE

If 6 resource in one user domain are used T=6x1. (ECP-52).

4.2.2.2
Practical Limits on TADLP Model

As indicated previously, there are systems constraints and practical limits on user domain sizing, including:

· Number of trusts – With more resource domains, more trust relationships are required.

· Limit of the SAM Database – The SAM database is a registry file that stores account information.  The absolute maximum limit for the SAM is theoretically 192 MB, with some caveats on that limit related to page file size.  For the practical reasons, the real world limit (based on experience) to the SAM size is 50 - 60 Mbytes.  Some useful metrics contributing to account size includes:

· Single user account:  1 Kbytes (This is the minimum, but it may be as large as 8 Kbytes depending on what is in the account.)

· Group definition:  1 Kbytes

· Group registration:  8 bytes x (# of users in group)

· Global Group:  4 kbytes/300 users and 12 bytes/user after that

The relationship of users to number of accounts in an NT domain is not one-for-one.  A user may be a member of several groups, depending on how the resources and privileges are structured.  The relation of number of users to total file size consumed in the SAM will vary, but an effective ratio derived from experience is 2 to 3 Kbytes per user.  This variance between the strict account size per user (1 Kbytes) and actual effective account size per user of 3 to 4 Kbytes, taking into account group registration and permissions, necessitates the varying metrics for the maximum number of users per domain.  In summary, TADLP model will be limited by a strict ratio only because resource entries are maintained in the resource domain; therefore, the calculations for the number of expected users is as follows:

50 - 60 MB SAM size @ 1 Kbytes/user = 50,000 - 60,000 users maximum

It should also be noted that 50,000 to 60,000 users is the breakpoint to move to Windows 2000 or establish a multi-master domain structure.

To summarize, SAM size sets a maximum on the user domain size, and trust relationships tends to recommend larger domains.  To understand the various factors, investigation of the effect of SAM synchronization and registry replication from PDC to BDC on WAN network loading is necessary.

4.2.2.3
Effect of BDC Structure on WAN Loading

When a user logs into a domain, his account information is validated against the SAM database.  The SAM file is read/write on the PDC and read-only on the BDC.  It has a master/slave relationship whereby the SAM changes on the PDC are replicated down to the BDC.  TADLP design places a BDC at each site and additionally at each region, so that a user is not required to log-in (e.g., having his account information validated) across a WAN link, which would generate unnecessary traffic and could cause delays in response time.  Microsoft considers 10 Mbps as "high speed" in this context.  (Note:  A BDC is considered "remote" if it is separated from the PDC by a link of less than 10 Mbps speed.)  It is possible to log-in with cached information, but some services will not be available.  In general, the design should have a BDC per site as a minimum, assuming that each site will have high speed access between the classrooms, via the BLAN or CAN.  However, the more BDCs that are interconnected within the system, the more network loading from traffic will arise from databases synchronization and replication activities for PDC-BDC.

4.2.2.4
Load Factors on WAN Traffic

There are several load factors to consider for TADLP WAN traffic.  Two basic constants in the design are NT synchronization and Enterprise Management.

Using current utilization reports and projected growth factors we can predict the minimum bandwidth required to provide for NT synchronization and Enterprise Management.  The WAN load projected to allow for minimum Enterprise Management functions and NT synchronization is 256 kilobits per second.

Enterprise Management is monitoring devices from the TAC using TCP/IP ping (NetView), SNMP gets (NetView) and Distributed Monitoring (Tivoli Distributed Monitoring).  Also, SNMP devices have been configured to send trap information to NetView when trap events occur.  Currently there has been an average of 120 trap events from a site and each trap averages 4 KB.  Roughly, this accounts for .5 MB of data per day per site.

Enterprise Management is also used to distribute software and software updates off-hours and an estimated file size of 6 megabytes was used to determine WAN load.

EM also has the responsibility for inventory management.  The initial load for a site is 11 megabytes of data.  Later pulls of inventory will be much smaller as on the delta from the initial load will be sent.

Several PDC/BDC communications load factors are considered to predict the anticipated number of transactions and their size in order to determine the effect of placing the nth BDC into the design, including:

· SAM synchronization (NetLOGON Service)

· Directory Replication Service

Section 4.2.2.4.2 provides more detail on the WAN requirements.

4.2.2.4.1
LMHOSTS

TADLP has selected LMHOSTS to be used to provide the NetBIOS to IP name resolution needed by Windows NT.  Each site will have a unique LMHOSTS file that will provide the name and address of its local BDCs and the name and address of the region and enterprise PDCs and BDCs at the TAC and RTAC.  By having the LMHOSTS file, the bandwidth requirement of WINS is eliminated.

4.2.2.4.2
SAM Database Synchronization Loading

At maximum student capacity the SAM database will become as large as 60 megabytes in size.  In order to allow for student logons, this database must be replicated to all enterprise BDCs.

This replication or synchronization is accomplished using three basic methods:

· Change Log

· This log contains all updates to the database and is sent out on a timed basis. TADLP will push this out every 8 hours.

· Difference in the change index

· If a BDC misses the change log update a full synchronization is required to that BDC.

· Full Synchronization

· When required to provide less than 8 hours logon capability, a manual synchronization is required.

The SRS allows for exception logon requirements of 1 hour and this is accomplished by manual synchronization.  This requires that up to 60 MB of data be sent to a BDC and should be done only on an exception basis.

The preferred method of overnight logon capability will allow TADLP to provide student logons with minimal data transmission.

4.2.2.4.3
Browser Services

Browser services add to WAN loading.  The browser service maintains a list of network services and broadcasts this list out to all workstations in the domain.  By definition, the domain master browser is always the PDC.  Therefore, any workstation in the same LAN segment as the PDC will get this list.  Because routers, which internetwork LAN segments, do not usually forward broadcast packets, separate master browsers configure themselves on each separated LAN segment within an NT domain automatically through an election process.  Periodically, the domain master browser (PDC) will replicate its browser list to subordinate browsers on the various LAN segments.  In this case, identification of the machine as a BDC, a member server, or even just a workstation, will not impact WAN loading.

4.2.2.4.4
Directory Replication Service

As it relates to BDC placement, the final effect on WAN loading is Directory Replication Service.  This service replicates files, such as logon scripts and system policy files, in order to reduce loading on a single server.  The system will run without a Directory Replication service, but at the cost of increasing server lookups across the WAN.  The downside for this is that it must be accounted (e.g., in the link budget) for Directory Replication traffic on the WAN.  The directory service replication is controlled by registry settings.

4.2.2.4.5
Quantitative Thumbrules

Now that the major NT WAN traffic loads have been identified, a quantitative bound on their effect on the WAN can be generated.  The following thumbrules are derived from MS documentation:

· Thumbrule:  One BDC/2000 workstations.  This is a limitation on server hardware sizing.  Clearly, WAN logon constraints will drive the ratio of workstation/BDCs to a much lower density than this limit.

· Thumbrule:  20,000 acounts/60 day password policy/333 Kbytes per day for account updates.  There are other thumbrules provided by MS for different password policies and account numbers, but judging from this number it should be clear that password policy alone will not affect a material portion of our WAN bandwidth.

· Thumbrule:  Over a 1.5 Kbps link, it will take approximately 3 hours to perform a SAM synchronization for a 30,000 user account SAM database.  With this implementation, a full synchronization is supported at the maximum SAM limit of 50,000 user accounts.

· Thumbrule:  Machine accounts:  .01 to 1.5 Mbytes/day per BDC for updates.  As with the account change information, it is clear from this number that machine account will also not consume a significant portion of our budget.  One caveat to this is that machine accounts are updated every 3 days over a secure channel from the workstation to the server, so the traffic is independent of machine changes, (i.e., the architecture could stay static and this traffic would still stay constant).

4.2.2.4.6
Registry Parameters that Affect WAN Traffic

Two other key configurable registry parameters will have an effect on the use of network bandwidth relative to BDC placement.  These are:

· Replication Governor

· Browser Master Periodicity

4.2.2.4.6.1
Replication Governor

The Replication Governor provides the constraints for the limitation of the amount of WAN Bandwidth consumed for PDC/BDC updates.  It is not a dynamic setting, once it is set, it will limit PDC/BDC SAM updates regardless of whether the extra bandwidth is available or not.  One way of looking at it is a means of guaranteeing a quality of service to network users.  In the context of this analysis, the relevant quality of service metric is the requirement to support 17 simultaneous client/sever collaborative service sessions from the classroom clients across a design 1.5 Mbps WAN link.  The bandwidth per user consumed will depend on the application and vendor.  Assuming a rough order of magnitude estimation for each client application of 50 Kbps, a minimum WAN bandwidth is obtained to support the intended bandwith utilization of 17 X 50 Kps = 850 Kbps.  Subtracting this portion from the allotted 1.5 Mbps leaves a remainder of 650 Kbps for PDC/BDC synchronization.  The Replication Governor is set at 33%.

4.2.2.4.6.2
Master Periodicity & Backup Periodicity

These registry settings specify in seconds how frequently an MBR contacts the DMB.  The default value is 720(12 minutes).  The maximum value is 49 days and 8 hours.  For TADLP this setting is increased to 6000 to reduce traffic.  Master periodicity and backup periodicity can be found in the registry in the KEY_LOCAL_MACHINE subtree under the following subkey:


\SYSTEM\CurrentControlSet\Services\Browser\Parameters

4.2.3
Conclusion

The rationale for determination of placement of BDCs includes the following:

· Push down to sites to maintain user account profiles and authentication at the lowest level to conserve bandwidth between PDCs and the BDCs

· Single Master model will suffice until NT 2000 is acquired for TADLP

· Replication traffic across NIPRNET

· Redundancy – reducing risks associated with potential failures at system level

· Multi-Master model will be adopted if acquisition of NT 2000 is delayed or user accounts exceed specified limits suggested by the vendor (i.e., Microsoft)

There are two ends of the continuum of possibilities for NT user domain structures.  As an absolute minimum, three user domains are needed to accommodate 37,433 active accounts.  Assuming at least one BDC per site (and assuming high-speed access around the site), one PDC communicating with roughly 20 to 30 BDCs is needed.  This will consume a lot of WAN traffic, but is simplest in terms of administration.

Another consequence of the number of BDCs in a domain, separate from bandwidth effects, is the loading on the PDC.  Significant amounts of CPU time are consumed by simply maintaining a large SAM database across many BDCs.  The other end of the spectrum would be to increase the number of user domains, thus reducing the PDC/BDC loading.  Another way to reduce the PDC/BDC loading within a given number of user domains is to eliminate the BDC at the smaller sites (i.e., to rely on the WAN link for logon).  In our model the sites will all have BDCs except for single DTF sites.  This would reduce the PDC/BDC loading for less BDCs per PDC, with the exact loading being dependent on the actual "1-to-N" fielding list, which is subject to frequent and/or continuous changes.

The rationale for the selection of LMHOST includes the following:

· The timely and most current release of NT 2000 reduces absolute need for WINS.

· There is only a minimal rollout expected prior to acquisition of NT 2000.

· The detraction of manually inputting NetBios and IP address mapping and subsequent maintenance is among the detractions for LMHOST.  This was considered a lesser adverse effect in comparison to the cost of additional hardware for WINS.

· The bandwidth characteristics for LMHOST are improved versus WINS.

There has not been a definitive decision made for the number of regions for TALDP.  Current plans call for four regions and may expand to six.  Final projected numbers will be based on throughput expectations relative to student utilization and other classroom activities.  The rationale for determining the number of regions includes the following:

· NIPRNET configuration and points of best connectivity

· Multiple redundant back-up functionality reducing points of failure

· Long-haul WAN transmissions – OCONUS management

· Bandwidth management

· NT management – design constraints

· Load balancing

The rationale for current placement of DNSs is the reduction of authentication traffic across NIPRNET by providing DNS services locally on shared pipes versus traffic from the TAC.

4.3
SYSTEM/NETWORK STRUCTURE

The System/Network considerations discussed in this section are Enterprise Management (EM) architecture, the requirement for return to baseline configuration of a student workstation in 5 minutes or less, and Single-Sign-On (SSO) for TADLP.

4.3.1
Background

The basic architectural building blocks of form and function follow the determination of NT Domain Structure.  The “form” of these considerations deals with the physical and logical layout of the system/network.  This begins with the enterprise and flows to the classroom workstation.  The “function” of the system/network is comprised of the SSS and SRS requirements.  These considerations are presented, as follows:

4.3.2
Enterprise Management

TADLP Enterprise Management consists of all the elements of FCAPS. Enterprise management of TADLP exists at every level of the hierarchy and is managed at the TAC. By limiting EM operations to the TAC, TADLP has only one site that must be staffed for all EM functions.

By creating a hierarchical method of EM, TADLP limits the use of available bandwidth. For example, to distribute software to all workstations, it is only necessary for the TAC to send the software to the RTAC. The RTAC then distributes the software to the sites that it manages.

TADLP Help Desk is also designed in a hierarchical model with four tiers. In the DTF, the DTF Manager provides the tier zero support and is the focal point for all activities associated with the DTF. 

The next layer is tier one. Help desk personnel at the tier one level provide the entry point for all problems not solved by the DTFM. They also handle user registration and trouble tickets.

Tier two and tier three provide the support for tier one. Problem escalation to these tiers is based on time duration and/or complexity of the problem.

By using this hierarchical help desk model it is possible to provide 7x24 availability using a minimal number of personnel. 

4.3.2.1 Security

TADLP uses a variety of products for meeting security requirements.

In order to provide a secure method for data transmission between sites on the NIPRNET an encryption and encapsulation device (EED) has been placed at all NIPRNET connected sites.

A firewall device ensures security at the TAC and RTACs. This device filters out traffic sent to the TAC or RTAC that may present a security risk.

To further provide information on security, intrusion detection devices and clients are located at the TAC and RTACs. This software tracks and reports potential attacks and works in conjunction with the firewall to stop or limit potential security threats.

4.3.3
Baseline Restoration

Image Cast IC3 is a hard drive duplication tool used by TADLP to meet the SRS requirements for workstation restoration.

At the time a workstation becomes a Block 2 workstation, an image of the workstation, including its unique configuration, is stored on the member server at the site.  The image is ‘pushed’ from the workstation to the server.

When a student logs off or a workstation is rebooted, the image is ‘pulled’ from the member server.  This re-imaging insures that each student is provided with the baseline workstation.

4.4
PHYSICAL SERVER LOCATION

Considering the entire TADLP scope of operations, it is apparent that network communications are more tenuous from CONUS to Europe and the Pacific as compared to intra-CONUS network communications.  This fact would recommend for at least three sites (Europe/CONUS/ and Pacific) for positioning regional PDCs.  If the OCONUS to CONUS communications were downed, the effect would be that day to day operations could progress, but new accounts or other enterprise PDC-related activities could not occur.

Region PDCs should be located with the regional centers either CONUS or OCONUS.  These servers require minimal intervention and control of the Region PDCs can be done using Tivoli Remote Control.

4.4.1
Number of Resource Domains and Physical Location of Resource Domain Servers

Given that TADLP resource server needs will not greatly increase before NT 2000 transition, a single master domain is used.  The considerations in favor of regional core servers are the following:

a. Redundancy

Above and beyond any N+1 redundancy in hardware, dual homing of communications links, or backups and fault tolerance in software, a distributed architecture capable of independent operations is fundamentally more available than a single site.

b. Communication Links

Communications link and network quality of service is not implemented the same way across the service provider's (DISA) sphere of operations.  In the WAN environment, links range from a dedicated circuit to ATM (possible to specify a guaranteed QOS) to frame relay (CIR specified, the rest based on contention).  In the LAN environment, we have two choices:  802.1q/P services (priority/queuing) and contention services.  Centrally locating all equipment would make the system more susceptible to overloading, resulting in a degradation of service to our customers when some network-effecting event (like a war) occurs, if the technology and Service Level (Customer) Agreement (SLA) do not guarantee access.  Therefore, distributing services across sites makes us less vulnerable to these events in the absence of Service Level Agreements (SLAs) and a guaranteed bandwidth.

c. Footprint/Scaling

For Block 2, the network-specific requirements and the resulting footprint and architecture consume a relatively small amount of space.  They can quite conceivably be met by a single set of clustered servers, assembled in a single rack of space.  However, as TADLP system is fielded through Block 3 and beyond, the requirements will grow and so will the physical hardware requirements.  Initially, distributing the equipment could provide physical room to grow, eliminating a potential problem when service and functions need to be relocated, while providing services to an existing customer base, which is always more complicated than initially fielding a system.

4.5
CONSIDERATIONS OF NT 2000 MIGRATION

NT 2000 migration will not appreciably reduce the considerations which leads towards the location of a BDC per site.  Replication traffic may go down, but this is not expected to be a common occurrence.  Accounts will be replicated on an object-change basis rather than an account basis, which tends to drive the replication traffic down, but the number of objects will go up.  Exact numbers are pending actual software release.  Administration will be much easier, with implicit (Kerebos transitive, or "K") trusts automatically established between domain controllers.  The distinction between PDC and BDC will be eliminated, and the system will become simply DCs.  For our purposes, TADLP will be within an entire "Tree" with implicit K-trusts between all DCs.  If TADLP needs communication between other "trees", a manual trust will be established, to establish a "forest".  A decision will also need to be made between using an external or internal DNS, with pros and cons of each configuration.  A dynamic DNS may be able to be used, which will simplify administration.  The LDAP directory, in which NT 4.0 was separate, is now the account directory.  This will be a flat file with a relational engine built on top to allow object-based lookups.  Each DC will have a Global Catalogue, which maps to the LDAP via the DNS.  This directory has a limit of 10 million objects/17 Terabytes.  Each DC will map one for one to a partition on the directory.  Resource domains will be eliminated and the system will be more or less Organizational Units.  For our purposes, an NT 2000 "site" will be a base with several classrooms or a RC with a single classroom.  Based upon the current NT 2000 configuration, it is also recommended that our single master domain model be restructured to a multi-master domain structure to simplify the migration to NT 2000. (ECP-52).

4.5.1
Migration to NT 2000

Considerations for the migration to NT 2000 involve the following:

· Will simplify administration in the long term

· Fewer domains and a flatter DNS namespace is desirable

· Will increase the WAN traffic in the short term

· Makes TADLP dependent on the DNS provider, whereas now it can operate more or less completely separate from the DNS provider

4.6
SUMMARY

The following provides a summary of the conclusions of the design considerations regarding the centralized EM/CS site with redundancy for contingent independent OCONUS ops:

a. Deploy a Single Master Domain Model.

b. Install the smallest number of BDCs to reduce WAN loading.

c. Plan a server per DTF to handle local traffic without increasing point of failure risks across the WAN.

d. Deploy three to six Regional Sites based upon deployment and usage.

e. Use LMHOSTS for NETBIOS/IP mapping to better manage bandwidth.
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5.0
INTRODUCTORY SYSTEM DESIGN

5.1
INTRODUCTION AND BACKGROUND

This topic introduces the system design for Block 2.  Included in the next topic is the System Architecture, with separate sections that include the Data Network, Enterprise Management (i.e., Fault Monitoring, Help Desk, Performance Monitoring, Netfinity, Configuration Management), Collaboration, and Security.  TADLP utilizes Enterprise Management and Help Desk resources to provide proactive network and device management, in order to assist the student or DTF manager with any problems they may experience.  Enterprise Management monitors all the devices in the network and electronically opens trouble tickets with the Help Desk, as needed, when problems are identified by one of the elements of Enterprise Management.

5.2
ARCHITECTURAL PRINCIPLES & DESIGN

Architectural design principles include:

· Use of Transmission Control Protocol/Internet Protocol (TCP/IP) as the only network protocol to simplify security and minimize the network management required.

· A tailored basic NT Domain structure to support the following:

Distance Learning

Enterprise Management

Bandwidth constraints

Security requirements

Help Desk

Minimize staffing

· Centralized and automated administrative functions

· Processing distributed activities to the lowest level possible within the hierarchy in order to optimize the use of constrained bandwidth

· A design structure that will support a migration to Windows 2000 with Active Directory, as authorized

· A design structure that eases system and application updates

· A fault tolerant configuration that provides alternates with minimum number of single points of failure

· Minimal staffing requirements for maintaining operations

· A single enterprise network control center for management and control

· Reduced risks through the use of COTS

· Common standardized platforms to optimize maintenance and Help Desk functions

· Use of a single master NT Operating System Domain structure topology until the approval of Windows 2000

The design process includes:

· Initial design based on industry standards

· Fagan review of the design

· Test of the design

· Measurement of the design

· Evaluate of the design

· Redesign if necessary

5.2.1
Security

Physical security of TADLP equipment is the responsibility of the DTF Manager or building manager, as appropriate.

The architectural principles and guidelines for managers of TADLP provide effective security for the network environment, in support of TADLP’s security policy.  The policy required for Sensitive but Unclassified (SBU) information is outlined by DoD 5200.1-R (Appendix C for SBU Data), Army Regulations IA-25 and AR-190-13.

C2 level TCB compliance is the requirement for TADLP at all levels (Enterprise, Region, Site, DTF, and Machine).  TADLP security architecture is implemented in accordance with the framework required for National Computer Security Center (NCSC) C2 level TCB security compliance (DoD 5200.28-STD).

Account profiles and passwords will adhere to the policy promulgated by the Information Systems Security Officer (ISSO).  The Help Desk will implement these policies when new user accounts are established or changes are made.

The encryption and encapsulation devices will be used to secure connection between two sites that are physically connected through the NIPRNET.

5.3
IT ARCHITECTURE OVERVIEW

The purpose of the IT architecture is to define specifications for the physical and logical infrastructure, based upon the previously stated design principles that support the critical nature of TADLP system.  The architecture is hierarchical, consisting of five levels, including:

· Enterprise Level

· Regional Level

· Site Level

· DTF Level

· Workstation Level

An overview of these levels is presented in Figure 5.3-1.  The rationale for the establishment of each level is contained in the following paragraphs.

Centralization of management and support functions, capabilities, and privileges provides the most efficient management structure, which results in the Enterprise Level.  TADLP is organized on the single master domain model, with a single master Primary Domain Controller (PDC) located at the Enterprise level and a Regional resource PDC located at each region.  One-way trusts have been established between the resource PDCs and the Enterprise PDC.  The Regional PDC “trust” allows the resources in the Region to be utilized by the Enterprise PDC.  User accounts will be added and administered at the Enterprise level.  Netlogon service replication will be manually triggered to support the 1 hour student add time requirement.

The regional level was established in order to minimize the number of hops necessary for a workstation in a TADLP distance learning DTF to communicate with a regional server, as well as provide a standard, scalable, and easily deployed enterprise management node.  Machine accounts specific to that region will be administered at this level, as well as two enterprise management functions – network performance view and monitoring of the region and filtering/forwarding of designated network events.  The regions each have a separate NT resource domain, with a trust relationship to the Enterprise domain.

The site level was established as a management and architecture “handle” to provide system functions behind the firewalls that insulate the site campus area network (CAN) from the NIPRNET.  These functions are performed for all digital training facilities (DTF) at the respective site.  Implementation will be managed on a site by site basis.  The site level includes a TCP/IP Domain Name Server (DNS) at NIPRNET connected sites, region and enterprise NT backup domain controllers, and a Tivoli gateway for performing enterprise management monitoring and software maintenance activities.  Placing these components on the site infrastructure optimizes system responsiveness and prevents traffic from traversing the NIPRNET to the maximum extent practical.

The DTF level was established to provide a building block for the construction of a site architecture.  The architecture is nearly identical for all DTFs.  The only difference among DTFs is whether the server residing in the DTF provides backup NT domain controller services.  In all cases, the server in the DTF provides temporary storage space for the student, as well as print spool space.

The machine/workstation level was established as the control point over the approved hardware/software configuration for all devices in TADLP DTFs, the Training Access Centers (TAC), and the Regional Training Access Centers (RTAC).  Site solutions were engineered using these standard configurations as building blocks.

The hierarchical design meets the objectives of pushing processing functions to the lowest possible level and minimizing bandwidth utilization.  This provides the control functions necessary for centralized management, along with appropriate responsiveness and high availability of critical resources throughout the system.

For privately connected sites the architecture will utilize the same basic design used in the CAN connected sites.  Figure 5.3-1 depicts the IT structure and functional allocation.  Figure 5.3-2 depicts the functional allocation of the component architecture High Level Design.

Figure 5.3-1:  TADLP IT Structure and High-Level Design
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Figure 5.3-2:  High Level Design
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5.3.1
Enterprise Level

The highest tier in the hierarchy is the Enterprise Level.  System-wide servers and various functions reside at this level, including:

· The master Domain Server for the NT operating system at the Enterprise level, which is replicated to the Enterprise BDCs.

· Primary TCP/IP Domain Name Server (DNS).

· Network Address Translation Service for all privately-connected sites.

· Enterprise Management consoles for management control across the entire TADLP network.

· Help Desk system for TADLP system provides a 7 day a week/24 hour per day availability while requiring minimal resources.

· Primary distribution for workstation images, network configurations and updates.

· Enterprise-level backup data.

· System-wide user profiles.

· Directory functions.

The applications included within the scope of the Enterprise Management are presented in Table 5.3.1-1 below.

Table 5.3.1-1:  Enterprise Management Applications

	Product
	Overall Function

	Norton AntiVirus
	Used to detect and eradicate virus intrusions.

	Microsoft Exchange
	Shared data function utilizing web-based transmission.

	Microsoft SQL Server
	Used to maintain the Tivoli independent databases:  Inventory database (hardware and software from each of the regions) and Tivoli Enterprise Console (TEC) network-related events database.    Also maintains the database associated with the Remedy Action Request System Help Desk product.

	Tivoli NetView
	Used to monitor the availability of network resources and forward alarms as events to the TEC database.

	Tivoli Manager
	Used to manage SQL Server standard rules and includes GUI customizations and specific profile configurations for the monitoring and administration of Microsoft SQL Server.  It notifies appropriate staff of any problems, automates routine maintenance tasks, and provides an administrative GUI for SQL Server.

	Axent Raptor, Intruder Alert & NetProwler
	Intrusion detectors and firewall used to provide network security.

	Remedy Corporation Action Request System, Change Management, Asset Management
	Used for automation of the Help Desk system (e.g., trouble tickets, messaging, etc.).

	Imagecast-3
	Used to develop workstation baseline restoration (periodically, and after every hardware or software updates to a workstation, the workstation hard drive is imaged and stored as a workstation-specific file on the server hard drive).

	Veritas Backup Exec
	Used to provide Enterprise and Regional Server incremental backups on a nightly basis and full backups onto DLT tape on a weekly basis.  Digital training facility (DTF) servers are backed up using internal DAT drives.

	CiscoWorks
	Used to control and perform the distribution of configuration changes to all Cisco routers and switches owned by TADLP program. 

	Netfinity
	Netfinity provides an interface to the status of the hardware and software resources on the servers used in the system.  It provides alarm and alert information to Tivoli for enterprise management functions.

	Diskeeper
	Diskeeper enhances performance by executing automatically upon meeting specific parameters in order to reduce disk file fragmentation.


5.3.2
Regional Level

Though the actual number of regions will be determined upon final end state and student loading, it is expected that up to four of the regions will be located in the United States and two are outside of the United States.  Functions residing at the Regional Level include:

· Regional PDC to own resources within the region.  The Regional domains maintain a “trust” relationship with the Enterprise Domain to allow communication between the domains.

· Enterprise BDC to provide redundancy for the Enterprise BDC at a site.

· Secondary distribution of TADLP software via Tivoli gateways.

· Regional-level baseline backups.

· A Domain Name Server for TCP/IP name resolution.

· A Firewall to protect the region servers.

5.3.3
Site Level

Each of the approximately 162 sites or installations (i.e., posts, camps, stations) include the following site level functions:

· One Enterprise Management Gateway per three digital training facilities or non-co-located DTFs for distribution of applications or courseware across the installation.

· One backup master NT Domain Server per three digital training facilities for student logons.

· One backup resource NT Domain Server per three digital training facilities for resource management.

· One secondary Domain Name Server (DNS) at CAN attached sites.

· Site-level server backups.

5.3.4
DTF Level

Each DTF contains one or more servers, which support  the student workstations, in addition to the DTF Manager’s workstation.  These servers provide:

· File storage and printer spooling services.

· DTF-level baseline configuration restoration, as needed.

5.3.5
Workstation Level

The individual workstations are the machine-level user interface into TADLP system.  The design principles allow a user to log into a machine anywhere within TADLP network through a single logon.  The software interface was structured to ensure that all machines in the network provide students and instructors with a consistent look and feel, thereby removing the need for re-orientation or re-familiarization in the event that a student or instructor relocates between machines and/or DTFs.

5.4
ENTERPRISE MANAGEMENT (FCAPS)

TADLP Enterprise Management (EM) solution is implemented using a centralized approach by integrating network management, event handling, Help Desk/trouble ticket, TADLP application availability monitoring, distributed monitoring of all TADLP workstations and servers, remote control, and software distribution into one management system.  This system will be operated by personnel residing at the Training Access Center (TAC) at Fort Eustis, Virginia.

The EM solution was designed to provide Fault, Configuration, Accounting, Performance, and Security (FCAPS) management functions, as specifically defined in TADLP SRS.  Table 5.4-1 below presents TADLP products that provide the capabilities to perform these functions.

Table 5.4-1:  TADLP Enterprise Management Products

	EM FUNCTION
	PRODUCTS USED

	Fault Management

	Fault Detection
	Netfinity, Tivoli Management Environment, Tivoli Enterprise Console, Tivoli NetView, Tivoli Distributed Monitoring, Microsoft SQL Server

	Fault Tracking/Resolution
	Remedy ARS, Tivoli ARS/Plus Module Remedy Interface Module, SQL Server

	Configuration Management, Including Asset Management
	Remedy Change Management, Tivoli Inventory, Tivoli Software Distribution, Microsoft Access, SQL Server, Remedy Asset Management

	Accounting Management
	Windows NT and Exchange inherent administrative tools

	Performance Management
	Tivoli Netview, SQL Server, CISCO Works

	Security Management
	Axent Raptor, Axent Intruder Alert, Netfortress EED, NetProwler, Windows NT Operating System


The key elements of TADLP approach to enterprise management are presented below.  The mapping of EM functions to TADLP hierarchy is presented in the following paragraphs.  Details pertaining to the interrelation and interaction of the products comprising the EM solution are contained in Section 6 of this document.

5.4.1
Distribution of Services

Enterprise Management (EM) also utilizes the five-layer hierarchy.  The mapping of EM functions and products to each level is presented in the paragraphs below.

5.4.1.1
Enterprise Level

The Enterprise Level provides Enterprise Management centralization for event management, network management, service desk/ticket desk, and central software repository, distribution, and archive, as well as software and hardware configuration data and equipment inventories.  The management products used at the Enterprise Level include:

· Tivoli Enterprise Console

· Tivoli Distributed Monitoring

· Tivoli Remote Control

· Tivoli Inventory

· Tivoli Software Distribution

· Tivoli NetView

· Cisco Works

· Tivoli Management Environment

· Remedy ARS, Change Management, and Asset Management

· ARWeb

· Crystal Reports

· Microsoft SQL Server

· Netfininty (for server status)

· Raptor

· Intruder Alert

· NetProwler

5.4.1.2
Regional Level

The Regional Levels support Enterprise Management on a geographic region basis, monitoring and supporting the devices in their respective regions.  Additionally, the Regional Levels provide backup functionality and help eliminate single points of failure.  The products performing EM functions at the Regional Level include:

· Tivoli Management Region (TMC) ECP-52).

· Tivoli Management Region (TMR) (ECP-52).

· Tivoli Distributed Monitoring Gateway

· Tivoli Remote Control Gateway

· Tivoli Software Distribution Gateway

· Tivoli Inventory Gateway

· Tivoli Management Environment

· Raptor

· Netfinity

The function of the Tivoli Enterprise Console exists at the Regional Level, in order to provide a collection point for alarms and alerts for that region.  However, the Tivoli Enterprise Console Server is located only at the Enterprise Level.

5.4.1.3
Site Level

The Site Level provides Enterprise Management function centralization and EM network traffic localization at the site behind the post/camp station firewall.  Enterprise Management functions performed at the Site Level will be handled by endpoint gateways.  The gateways will be responsible for managing endpoints within their configured range (digital training facility resources present on that site).

At Tivoli, a gateway exists at the Site Level.  There will be one Tivoli Gateway per three co-located digital training facilities.  The products performing EM functions at the Site Level include:

· Tivoli Distributed Monitoring Gateway

· Tivoli Remote Control Gateway

· Tivoli Software Distribution Gateway

· Tivoli Inventory Gateway

· Tivoli Management Environment

· Netfinity

5.4.1.4
Digital Training Facility Level

The Digital Training Facility (DTF) Level provides a LAN for the DTF workstations and Campus Area Network (CAN) connectivity to the Site Level endpoint gateway.  This DTF level is responsible for restoration of the workstation baseline configuration.  The products performing EM functions at the digital training facility include:

· Tivoli Distributed Monitoring Gateway

· Tivoli Remote Control Gateway

· Tivoli Software Distribution Gateway

· Tivoli Inventory Gateway

· ImageCast - 3

· Tivoli Management Environment

· Netfinity

5.4.1.5
Workstation Level

The Workstation Level is the final layer in TADLP EM design.  This level contains the Tivoli endpoint, which enables performing enterprise management of each platform on an individual basis.  The products performing EM functions at the digital training facility on the workstation include:

· Tivoli Management Environment

· ImageCast - 3

5.4.2
Enterprise Management Functions

Enterprise Management monitors system activities and works in close coordination with the other TADLP activities.  For example, Enterprise Management is responsible for obtaining virus signature files and then pushing them down to the appropriate server, while Security is responsible for virus detection (and reporting) for all downloads.  Enterprise Management monitoring includes:

· Simple performance reviews for devices (e.g., provision of echo request checks to ensure network continuity).

· Complex identification and analysis of resources availability and utilization (e.g., provision of timely alerts relative to intermittent or partial network losses).

· Predictive maintenance (e.g., anticipatory identification of potential points of failure).

Enterprise Management monitoring includes scheduled and ad-hoc proactive reviews of disk space utilization, fragmentation, disk head seek time, error recoveries, etc., for all servers to ensure optimum predictive maintenance functions (e.g., reorganization, tuning, optimization) and provide optimum availability and response time for these servers, even under heavy use.  Accompanying all adverse conditions, troubleshooting, problem remediation, and/or situation workaround implementation, along with appropriate monitoring and reporting, is accomplished, as needed.

5.5
HELP DESK

The Help Desk function resides at the Enterprise Level and provides a multitude of services.  However, the primary service is to provide students, instructors, vendors, testers, and DTF managers with problem resolution, assistance, and/or information, with respect to their issues or concerns that relate to hardware, software, networking, DTF equipment, and/or applications.  The Help Desk provides administration and/or support for a variety of functions, including:

· Problem management

· Problem identification, troubleshooting, and resolution

· Asset/inventory management

· Change and task requests management

· Problem Escalation

The Help Desk opens a trouble ticket record whenever a potential or actual problem is detected or the Help Desk is contacted regarding a problem or concern.  The Help Desk operates the tracking mechanism for the issue until it is resolved.  Follow-up on reported problems is accomplished to ensure appropriate resolution and user satisfaction, and includes an analysis of trends and significant events, if any.  Through the use of historical files and lessons learned from prior problem resolutions, the Help Desk maintains an expert system resource to assist in troubleshooting and resolution of ongoing problems, as well as mitigating potential adverse conditions.

Enterprise Management automatically opens a trouble ticket electronically in the event that a preset threshold is encountered on a switch, router, or server.  This provides a resource for proactive management of the network, along with the associated devices.  By automating processes that would otherwise be reactive and manual  without the combination of Enterprise Management and Help Desk, it reduces downtime and overall maintenance time and impacts.  Help Desk change management includes:

· An approval engine.

· A standard methodology to manage a formal change management process.

· Automated functions to support planning, assessing risk, scheduling, implementing the change, and assessing the results.

· Support for dependencies between change requests and change tasks. (ECP-52).

The Help Desk provides support staff with the following capabilities:

· Case submissions from various sources – Service requests are generated manually or automatically.

· Customer summaries (Quick Calls) – Users can request service using predefined (or administrator-defined) summaries or describe their problems in everyday language with or without technical expertise.

· Three-tiered case categorization – Support staff can quickly and consistently categorize incoming requests using category, type, and item menus.

· Relationships across modules – Support staff can relate other cases, change requests, and asset inventory entries to a particular Help Desk case.

· Solutions database – Support staff can create a solutions database containing information that other users can access to solve problems or answer questions.  Available solutions based on keyword matches of similar summary fields can assist in quickly searching for information to resolve cases.

· Duplicate case tracking – Support staff can associate multiple instances of a single problem and tie the resolution of multiple cases to the resolution of one case.

· Requester information tracking – Support staff can add, modify, and delete customer information, as appropriate.  However, if a customer has not called previously, customer validation will be performed in conjunction with established database information.  If the customer information is not present, the messaging and the NT user account will both be created.

· Tracking time spent on a case – Managers can review the amount of time spent working on each case.

· Reminder messages – Support staff can define messages to be sent to groups or people at specific intervals over the life of a case.

· Escalations – Conditions for escalating Help Desk cases are provided.

· Request case reassignments – Support staff groups or members can route or reassign support requests, as needed.

· Group and individual assignments – Support staff groups or members can be automatically assigned to work on Help Desk cases, based on the skill sets defined in the configuration process.

· Pager support – Support staff can receive notifications of assignments by pager, as well as direct alerts and electronic messaging.

· Customer satisfaction survey – When Help Desk cases received via the Web are closed, a customer satisfaction survey will be issued to obtain performance metrics for process improvement.

· Bulletin Boards – The Help Desk Manager and support staff can post and review messages.  Bulletin Boards also support the use of file attachments.

· Reminders – Reminders enable the Help Desk users to create notes for themselves and others.

· Integration with network management software (Tivoli) – Integrating with Tivoli NetView will support automated creation of trouble tickets in the event a network event (alert) occurs.

5.6
COLLABORATION

Collaboration makes it easy for individuals or teams to share information and work together on training activities.  It enables an instructor to create, schedule, conduct, and administer non-synchronous courses.  The combination of resources available through the Army Knowledge Online (AKO) and TADLP MS Exchange architecture provides a structured environment for the communications deployment of an enterprise Distance Learning (DL) solution.  The purpose of the architecture is to allow for a standardized deployment of required DL components, while lending itself to the rapid implementation of additional regions or DTFs, as required, to support increased course participation.

The collaboration software and tools within AKO and TADLP design provides students and other authorized individuals with an environment that supports:

· Sending and receiving electronic messages.

· Providing conversation capability using instant text messages or a chat session involving two or more people.

· Threaded Discussion for individual courses.

· Providing calendars for Digital Training Facility Managers (DTFMs).

To provide collaboration capabilities, the AKO resources in combination with TADLP MS Exchange architecture will provide:

· Messaging (AKO)

· Calendaring (MS Exchange for DTF Managers)

· Discussion Threads (AKO)

· Chat (AKO)

Clients
Students will access AKO via the Internet Explorer Web Browser from the DTF.  The DTF manager will, in addition, have Outlook to access the MS Exchange server at the TAC for the calendar function.

5.7
NETWORK ARCHITECTURE OVERVIEW

The purpose of the network architecture is to ensure connectivity for components that comprise TADLP system.  Figure 5.7-1 presents TADLP Network Architecture.  The high-level diagram of this network follows:

Figure 5.7-1:  TADLP Network Architecture
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TADLP network architecture is based on the following:

The Enterprise Management infrastructure is managed as a total end-to-end system using the NIPRNET and post connections only as bandwidth ‘pipes’.  The physical infrastructure (building and campus wiring, network electronic components, etc.) is in place to support architecture components (servers, desktops).

Post connectivity is provided via Campus Area Networks (CAN) or Building Local Area Networks (BLAN).  Wide area connections are provided via NIPRNET or via private, dedicated T-1 connections from the Training Access Center to each DTF.  All servers and workstations are connected to the network via 10/100 Ethernet network interface cards.

The design is based on 1.5 Mbps available to each DTF either via a Post Campus Area Network (CAN) or via T-1 (1.1Mbps) access directly to the TAC.  The Microsoft NT Operating System (which will be upgraded to the Microsoft Windows 2000 Operating System with Active Directory Services, as authorized) is employed throughout the structure.
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6.0
SYSTEM ARCHITECTURE

This section of the Army Distance Learning Program (TADLP) Design Document presents the architecture and design of TADLP system.  The system consists of three principle components, which are the Data Network, the Enterprise Management component, and the Collaboration component.  The design of these components is presented in Sections 6.1, 6.2, and 6.3, respectively.

6.1
DATA NETWORK

This section presents the design of TADLP Data Network.  The Data Network design description has been prepared in response to Section 3.2.1 of the System Requirements Specification (SRS).

6.1.1
Introduction

The structure of the network design is presented to describe the connectivity of network devices.  This section does not address software resident on servers or workstations, other than the systems necessary to identify devices, exchange data, and access the authentication systems in response to security requirements.

6.1.2
Data Network Design Assumptions

The key assumptions under which this data network design has been prepared are presented in the paragraphs below.

6.1.2.1
Standard Site Configuration

The network design is based on a standard site configuration consisting of three distance learning (DL) Digital Training Facilities (DTF) per site, which can be changed to another number of DTFs provided the site unique design is properly engineered and documented in an approved Site Engineering Plan.

6.1.2.2
Government Furnished Equipment and Information

The significant Government-furnished materials and services are identified as follows:

· Wide Area Network (WAN) Connections

The Government will provide all Wide Area Network (WAN) connections and services.  Two separate types of WAN connections are addressed by this design, namely the Defense Information Systems Network (DISN) Non-Secure IP Router Network (NIPRNET) and private connections established between a distance learning DTF and the Training Access Center (TAC).

· Campus Area Network/Building Network Connections

The Government will provide all network connections terminating at TADLP DTFs.  This connection requires the post/camp/station network to be extended to the equipment racks that contain contractor provided communications equipment.  The Government will provide all cabling between the WAN/CAN/LAN.  All cabling within the DTF will be provided by the contractor under either Block 1 or Block 2 tasking.

· TCP/IP Address Space And Domain Membership

TCP/IP addresses for all Block 1 and Block 2 equipment will be provided by the local Department of Information Management (DOIM), which owns the addressing authority for a particular site.  Upon receipt, these addresses will be assigned by the contractor to TADLP equipment in accordance with the design below.  TCP/IP addresses are required to be in the same subnet to reduce routing requirements.

In order to deploy and field TADLP solution, the contractor assigns machine names to all workstations and servers and registers these names into a TADLP TCP/IP domain name resolution server.  The Government will delegate the authority to administer TADLP domains to the contractor to register machines in the appropriate domain.  In addition, the Domain Name Servers (DNS) for the ARMY.MIL domain will be updated by the Army to direct DNS resolution requests for the addresses of machines in TADLP.ARMY.MIL domain to the contractor-provided TADLP DNS servers.

· Facilities

The facilities required for TADLP personnel and equipment, including space, AC power, lighting, HVAC, and furniture for TADLP data network equipment are expected to be provided by the Government.  Floor and rack space, AC power, HVAC, and other physical requirements of TADLP equipment will be reviewed and analyzed during each site survey and implemented by the contractor.  These site surveys will be accomplished by the contractor for a particular site prior to the preparation of specific Engineering Installation Plans.  The plan will identify necessary site upgrades if any are needed to support the equipment.  The facility requirements of TADLP data network equipment are documented below.

· Firewall Accommodation

In order to have the selected hardware and software function in accordance with TADLP System Requirements Specification, the local firewall and/or security router stack will pass protocol 99.

6.1.3
Data Network Requirements and Functions

The data network requirements are contained in TADLP Block 2 System/Subsystem Specification with respect to the overall network requirements.  These requirements were decomposed and further defined and finalized in the System Requirements Specification (SRS) dated 7 February 2000 by the contractor.  A cross-reference of the fully decomposed requirements contained in the SRS and how they are met by this design is presented in section 7.

6.1.4
Data Network Overview

TADLP uses Microsoft Windows NT version 4.0 Enterprise Edition for the servers in the TAC/RTACs.  There is one NT Enterprise (master) domain for TADLP.  All students will authenticate to one of the Enterprise domain controllers.  Each region will be a resource domain.  The region domains will have all resources that are part of their individual region.  A hierarchy has been established to allow student access to all the resources needed, while maintaining the necessary security.  Through this design a student can log on at any machine in the network.

Transmission Control Protocol/Internet Protocol (TCP/IP) is the only protocol on the network.  All addressing is static, which means that DHCP is not in use throughout TADLP.

The Enterprise domain consists of one master Primary Domain Controller (PDC) and multiple master Backup Domain Controllers (BDC).  The Region domains each consist of one resource PDC and multiple resource BDCs.

6.1.5
NT Domain Structure

TADLP is organized on the single master domain model, with a master primary domain controller (PDC) located at the Training Access Center (TAC) and a Resource PDC located at each region.  One-way trusts are established between the resource domain (Region) and the master domain (Enterprise).  The regional domain “trust” allows their resources to be used by the Enterprise domain.  User accounts are added and administered at the Enterprise.  NetLOGON service replication parameters are set in the registry to support the 24 hour student add time requirement.  For the 1 hour exception requirement for logon, a manual replication will be used.  An Enterprise domain BDC is located at the TAC for backup.  A BDC for the Enterprise and Region are also located at each RTAC and at the site level to speed logon access, and to prevent unnecessary traffic being sent across the wide area network.  Because the Enterprise PDC is replicated from a central point, students have the same access privileges and logon access despite their location geographically.  Five levels of accounts are created in the system as templates for quick addition of users.  In order of increasing access privileges, they are:  Student, Instructor, DTF Manager, Help Desk, and Domain Administrator.  Rights and permissions are enforced by means of standard NT groups and policy management stored at the Enterprise PDC and replicated using the Replicator Service.

6.1.6
TCP/IP Addressing and Host Naming Structure

TCP/IP Addressing

TCP/IP Address Ranges are to be assigned by the DOIM on that particular site for all public sites that use the NIPRNET to access TADLP resources.  Addresses for specific devices will be assigned by the contractor.

Private line sites will be assigned an address range from the range of addresses listed in RFC 1597.  These networks will be assigned from the 10.x.x.y with a 24 bit mask, which will provide for more than 65,000 networks with 252 hosts (networked devices) each.

Host Naming Structure

The standard for naming devices within TADLP regions shall be fourteen characters in length in the following format:

RSSSBBBBCCCCD#

Where
R = domain identifier


S = site, installation, or campus


B = building number


C = room number


D = device identifier


# = sequence number (0-9,A-Z)

Domain Codes


1 = Region 1  (RTAC1)


n = Region number


E = Enterprise domain (Training Access Center)

Site Codes (1st 10 prototype sites)


BRG 
- Ft Bragg


DCT 
- Decatur (USAR)


EUS 
- Ft Eustis


HOD 
- Ft Hood


HOU 
- Ft Sam Houston


LVN 
- Ft Leavenworth


LEE 
- Ft Lee


MCY 
- Ft McCoy


RKR 
- Ft Rucker


SIL 
- Ft Sill

Device Codes


A
- Member or Application server


B
- Backup Domain Controller Server


C
- Cluster Server


D
- DNS Server


F
- Firewall


H
- Hub


L
- Network printer


P
- Primary Domain Controller Server


R
- Router


T
- Switch


W
- Workstation

Sequence Number


#
- Device sequence number (0-9, A-Z)

In those cases where an entity identifier has fewer characters than the field requires, that identifier shall be padded with enough leading “Z” characters to fill the field.

The device numbering shall begin with “0” (zero) through “9”, then “A” through “Z.”  This numbering allows for 36 device identifiers for the same device type.

As an example, the identifier 1EUSZ650ZZ14WB is decoded as follows:

1
Region 1

EUS
Site is Ft Eustis

Z650
Building 650 at Ft Eustis

ZZ14
Room #14 in building 650.

W
Device is a DTF workstation

B
Device is the 12th workstation in classroom #14

6.1.7
Network Security Architecture

TADLP network has been implemented in accordance with the requirements of Department of Defense (DoD) C2 level TCB protection.   The protection options inherent to devices and software in the network have been activated to meet C2 level TCB certification requirements.

At the Enterprise level, assets and capabilities are protected using a firewall and an intrusion detector system.  Raptor, Intruder Alert and NetProwler from Axent Technologies, Inc., have been selected, acquired, and installed to protect the Enterprise-level Training Access Center.  These products will also be used to protect TADLP assets at Region 1 and private line sites.  In addition, all Regions will have a Firewall and an IDS agent to be monitored from the TAC, as indicated in the design for each level of TADLP network.  Protection at the NIPRNET connected sites is provided using the local firewalls and/or Army security router stack.  At OCONUS sites, TADLP will leverage the current site security at a minimum.

User, operator, and administrator access to TADLP assets is controlled initially by privileges granted on the Windows NT account at the operating system level.  Additional privilege control is maintained within applications that comprise TADLP Enterprise Management system.

This high-level network security overview is not intended to fully discuss the security of TADLP network.  For detailed information pertaining to the security management of the entire TADLP system, including the network, refer to the following documents:

· Security Plan for TADLP Block 2

· Security Features User’s Guide (SFUG) for Block 2

· Security Architecture for Block 2

· Trusted Facility Manual Basic (Sections 1 of 4)

· Trusted Facility Manual Windows NT C2 Configuration (Section 2 of 4)

· Trusted Facility Manual Technical Security Software (Section 3 of 4)

· Trusted Facility Manual for the Digital Training Facility Manager (Section 4 of 4)

· Security System Authorization Agreement

· Physical Security Plan (ECP-52).

Infosec Awareness Training Plan (ECP-52).

· External Network Interfaces

The network Point of Presence (POP) is providing the various NIPRNET, CAN, and BLAN network interfaces.  These connections use Cisco switches with the interface media provided by the local DOIM.  The site and DTF designs allow for common IEEE standard interface types.

6.1.8.1
NIPRNET/CAN/BLAN

The Non-secure IP Router Network (NIPRNET) is the DOD equivalent to the Internet.  This network provides a non-predictable route back to the TAC/RTAC.  The Campus Area Network (CAN)/Building Local Area Network (BLAN) provide the Digital Training Facility with the resources necessary to connect to the NIPRNET.  The CAN also provides the communication needed between DTFs that are not co-located.  The Digital Training Facility can be connected via common IEEE standard architecture.  Servers within the TAC/RTAC communicate over Gigabit Ethernet over multi-mode fiber.  Servers and workstations at the DTF communicate over 100 megabit Ethernet using Cat5 UTP cables.  All devices on TADLP network provide the ability for a totally switched environment.

6.1.8.2
Terminal Server Access Control System (TSACS)

TSACS provides access to the AKO collaboration services via authorized dial connection.

6.1.8.3
TCP/IP Domain Name Resolution

In accordance with current Army guidelines, TADLP maintains Level 2 Domain Name Servers.  These servers act as primary name servers and replicate their databases to a defined subset of TADLP name servers.  These name servers use MS NT’s DNS service and are compatible with most clients that support BIND.  Domain name resolution requests for devices that are within TADLP domain are resolved by TADLP Domain Name Server resident on that particular site for all sites that are connected to the NIPRNET.  Private network-based DTFs obtain domain resolution service from a TADLP domain name server at the TAC.  Domain name resolution requests for names, which are not in TADLP domain, are forwarded to root services located on the NIPRNET.

6.1.9
Internal Interfaces

Microsoft Windows NT uses various services for communication at the Operating System level.  These services all use well known ports (WKPs) for inter-server communications.  These communications utilize TCP/IP, as well as some NetBios over TCP/IP to achieve SAM database replication and DNS zone transfers.  Enterprise Management also uses TCP/IP as its primary protocol for communications between its managed nodes and end points throughout TADLP.  EM uses numerous ephemeral ports.  An encapsulation device, the Netfortress EED, will be utilized to facilitate communication between the TAC/RTAC and the DTFs.  The EED will encrypt and encapsulate communications to the DTFs using protocol 99.  TADLP and NIPRNET firewalls have been set up to allow protocol 99 packets to pass.  This allows connectivity for NT authentication and Enterprise Management that otherwise would not be allowed on the NIPRNET.  Collaboration will also utilize TCP/IP.

Intra TAC/RTAC communications will take place via Gigabit multi-mode fiber through a switched environment, which will ensure that bandwidth saturation does not reach a critical point.  Intra DTF communication, that is, workstation to server communication is accomplished by using 100 megabit CAT5 to an Ethernet switch.  Again, the switched environment will allow bandwidth utilization to reach near peak performance levels.

6.1.10
Enterprise Management Interfaces

Enterprise management is accomplished using a variety of COTS products.  These products provide the basic infrastructure needed to manage TADLP network.  Products include Tivoli Management suite of applications, Netfinity, Cisco Works, and Remedy Help Desk.  The functions provided include:

· Management of user accounts via Remedy Help Desk.

· Monitoring of servers using preset thresholds to provide predictive maintenance.

· Monitoring of SNMP managed devices to insure connectivity.

· Creation of trouble tickets for remedial maintenance (both manually and automatically).

· Provide the asset management database.

· Ability to push anti-virus software and other software to the workstations.

· Ability to remotely take over a DTF workstation or server to assist with problem determination.

· Ability to monitor bandwidth use on a switch port to track resource usage.

These applications will provide TADLP the ability to monitor the network and network devices, gauge the growth of the network, resolve problems and track those problems.  The Help Desk will have the capability to push updates and anti-virus definitions to servers and workstations remotely.  Tivoli also provides TADLP personnel with the capability to monitor events allowing predictive maintenance and basic troubleshooting before a catastrophe occurs.  Tivoli is also used to inventory all smart devices on the network and this inventory populates the asset management database.

NetView will monitor the network for any anomalies.  It is also set up to receive traps from SNMP devices.  These traps are sent by an SNMP device when a change of state occurs.  If problems are detected, NetView will forward these alerts to appropriate help desk personnel via the Remedy Plus Module.  The Remedy Plus Module provides the interface to Remedy Help Desk and is used to create trouble tickets.

Remedy, the help desk solution for TADLP, provides TADLP the capability to track all problems on the system via a trouble ticket system.  This system, in conjunction with Asset Manager, will give TADLP the ability to properly manage all devices for life cycle management, and to track all issues for a particular piece of hardware, software or facility asset.  This information will be stored in an SQL database that gives TADLP the ability to produce reports based on a myriad of variables.

6.1.11
Collaboration Services

Army Knowledge Online (AKO) is providing the following collaboration services for TADLP: 

· E-mail or messaging

· Chat

· Threaded discussion

These services will be provided by their web site (www.us.army.mil) after the student registers for a logon with AKO.  The student will be allowed into the proper Chat and Threaded discussion groups based on the course or courses in which they are currently enrolled.

Additionally, TAC will provide a calendar for the DTF managers (DTFM).  This calendar will be used to assist with DTF scheduling.  The DTFM will use MS Outlook to access the MS Exchange server at the TAC for calendars.

6.1.12
Training Access Center Configuration Specification

TAC Requirements and Functions

The requirements for the TAC are described in the SSS and SRS for Block 2.  The application functions at the TAC are provided by IBM NetFinity Servers.  All servers are running MS NT 4.0 Enterprise Edition Server.  Below is a list of the applications and hardware employed to provide the functions:

	Enterprise PDC and Region PDCs

Tivoli Endpoint

NetFinity

BackupExec Mgr
	IBM Netfinity 5500 M20 500 Mhz 2way Xeon 

with 512 Cache

8-256 SDRAM (2 Gig)

6-18.2 GB Ultra Wide SCSI disk drives (90 GB)

Netfinity Gigabit Ethernet Adapter

	Enterprise BDCs and Region BDCs

Tivoli Endpoint

NetFinity

Diskeeper (at DTFs)

BackupExec Mgr
	IBM Netfinity 5500 M20 500 Mhz 2way Xeon 

with 512 Cache

8-256 SDRAM (2 Gig)

6-18.2 GB Ultra Wide SCSI disk drives (90 GB)

Netfinity Gigabit Ethernet Adapter

	Primary Domain Name Server (DNS)

Tivoli Endpoint

NetFinity

BackupExec Mgr
	IBM Netfinity 5500 M20 500 Mhz 2way Xeon 

with 512 Cache

8-256 SDRAM (2 Gig)

2-18.2 GB Ultra Wide SCSI disk drives (18.2 GB)

Netfinity Gigabit Ethernet Adapter

	Outside DNS

Tivoli Endpoint

NetFinity

BackupExec Mgr
	IBM Netfinity 5000 M20 500 Mhz Pentium III (ECP-52).

with 512 Cache

8-256 SDRAM (2 Gig)

6-18.2 GB Ultra Wide SCSI disk drives (90 GB)

Netfinity Gigabit Ethernet Adapter

	Backup DNS

Tivoli Endpoint

NetFinity

BackupExec Mgr
	IBM Netfinity 5500 M20 500 Mhz 2way Xeon 

with 512 Cache

4-512 SDRAM (2 Gig)

2-18.2 GB Ultra Wide SCSI disk drives (18.2 GB)

Netfinity Gigabit Ethernet Adapter

4mm Tape Drive

	Tivoli TEC

Tivoli Endpoint

NetFinity

BackupExec Mgr
	IBM Netfinity 5500 M20 500 Mhz 2way Xeon 

with 512 Cache

8-256 SDRAM (2 Gig)

2-18.2 GB Ultra Wide SCSI disk drives (18.2 GB)

Netfinity Gigabit Ethernet Adapter

	ARWeb for Remedy

Tivoli Endpoint

NetFinity

BackupExec Mgr
	IBM Netfinity 5500 M20 500 Mhz 2way Xeon 

with 512 Cache

8-256 SDRAM (2 Gig)

2-18.2 GB Ultra Wide SCSI disk drives (18.2 GB)

Netfinity Gigabit Ethernet Adapter

	Raptor Firewall
	IBM Netfinity 5500 M20 500 Mhz 2way Xeon 

with 512 Cache

8-256 SDRAM (2 Gig)

2-18.2 GB Ultra Wide SCSI disk drives (18.2 GB)

3Com 10/100 Ethernet Adapter

	MS SQL 6.5 for Tivoli

Tivoli Endpoint

NetFinity

BackupExec Mgr
	IBM Netfinity 5500 M20 500 Mhz 2way Xeon 

with 512 Cache

8-256 SDRAM (2 Gig)

2-18.2 GB Ultra Wide SCSI disk drives (18.2 GB)

Netfinity Gigabit Ethernet Adapter

	MS Exchange

Tivoli Endpoint

NetFinity

BackupExec Mgr
	IBM Netfinity 5500 M20 500 Mhz 2way Xeon 

with 512 Cache

8-256 SDRAM (2 Gig)

2-18.2 GB Ultra Wide SCSI disk drives (18.2 GB)

Netfinity Gigabit Ethernet Adapter

	MS SQL 7.0 for Remedy

Tivoli Endpoint

NetFinity

BackupExec Mgr
	IBM Netfinity 5500 M20 500 Mhz 2way Xeon 

with 512 Cache

8-256 SDRAM (2 Gig)

2-18.2 GB Ultra Wide SCSI disk drives (18.2 GB)

Netfinity Gigabit Ethernet Adapter

	Remedy Applications

Tivoli Endpoint

NetFinity

BackupExec Mgr
	IBM Netfinity 5500 M20 500 Mhz 2way Xeon 

with 512 Cache

8-256 SDRAM (2 Gig)

2-18.2 GB Ultra Wide SCSI disk drives (18.2 GB)

Netfinity Gigabit Ethernet Adapter

	NetProwler
	IBM Netfinity 5500 M20 500 Mhz 2way Xeon 

with 512 Cache

8-256 SDRAM (2 Gig)

1-18.2 GB Ultra Wide SCSI disk drives (18.2 GB)

3Com 10/100 Ethernet Adapter

	Tivoli TMR and Applications

NetFinity

BackupExec Mgr
	IBM Netfinity 5500 M20 500 Mhz 2way Xeon 

with 512 Cache

8-256 SDRAM (2 Gig)

2-18.2 GB Ultra Wide SCSI disk drives (18.2 GB)

Netfinity Gigabit Ethernet Adapter

	Tivoli NetView

NetFinity

BackupExec Mgr

Cisco Works

NetFinity Manager
	IBM Netfinity 5500 M20 500 Mhz 2way Xeon 

with 512 Cache

8-256 SDRAM (2 Gig)

2-18.2 GB Ultra Wide SCSI disk drives (18.2 GB)

Netfinity Gigabit Ethernet Adapter

	Host IDS Mgr
	IBM Netfinity 5500 M20 500 Mhz 2way Xeon 

with 512 Cache

8-256 SDRAM (2 Gig)

2-18.2 GB Ultra Wide SCSI disk drives (18.2 GB)

3Com 10/100 Ethernet Adapter


Other servers may be employed in order to set up a test environment for new software or operating systems. This testing will not impact TADLP operating environment.

Additional equipment making up the TAC:

Cisco 5509 Ethernet Switches

Cisco 7513 Router

DSU/CSUs for Private Line Sites

Netfortress 100

 (ECP-52)A variety of Ethernet Hubs

TAC Logical Design

Logically, the TAC servers operate on the same local segment and communicate through a switch, reducing the amount traffic that each server must process.  User account databases are replicated to each server to ensure that authentication is accomplished.  Figure 6.1.12-1 depicts the TAC server configuration.

Figure 6.1.12-1:  Enterprise Rack Layout
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6.1.13
Regional Training Access Center (RTAC) Configuration Specification

RTAC Requirements and Functions

The RTAC will house all second echelon servers and applications.  Services and Applications at the RTAC will authenticate and replicate user accounts and policies.  All custom scripts, policies, and monitoring functions will be accomplished at this level with all servers and workstations at the RTAC level reporting back to the TAC.

RTAC Logical Design

Logically, the RTAC servers operate on the same local segment and communicate through a switch, reducing the amount traffic that each server must process.  User account databases are replicated to each server to ensure that authentication is accomplished.  Figure 6.1.13-1 provides the RTAC Rack Configuration.

Figure 6.1.13-1:  RTAC1 Rack Configuration
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The typical RTAC is shown in Figure 6.1.13-2. Although an RTAC might have a router for private site connections, at this time it is not planned that the RTACs will provide those connections.

Figure 6.1.13-2   Typical RTAC Rack Configuration
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6.1.14 Army DL Site Level Configuration Specification

Site Configuration Requirement and Functions

A typical DL site will consist of three DTFs that will be co-located in the same building, if possible.  The building will provide for HVAC, lighting, and AC power capable of sustaining a DTF.  The contractor will ensure that this is accomplished via a site survey.  The DTF consists of 16 student workstations for active component locations and 12 student workstations for reserve locations, one manager workstation, one VTEL system, one laser printer, one color scanner/fax/printer, a server for file and print services, Ethernet switches and EED or router as required.  Each site will have a contiguous range of IP addresses, if possible.

The functions provided by the Site level servers will be:

· Regional BDC – This server will provide ownership of regional resources.  It will also provide file and print functions.

· Enterprise BDC – This server will provide user logon capability.  It will also provide file and print function.

· Member Server – This server will provide Tivoli Gateway services for the site.  It will also provide file and print functions.  The image cast 3 images for the workstations will be held on this server.

· Site DNS – Until the Army implements protected DNS services, a site DNS will be provided at NIPRNET connected sites.  After implementation of protected DNS, the regional Tier 2 DNS server provided by the Army will be used to provide DNS services.

NIPRNET-Based Site Logical Design
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Figure 6.1.14-1(a) presents the 1st preferred NIPRNET-based Site Logical Design for 3 DTFs as co-located DTFs.

Figure 6.1.14-1(a):  1st Preferred NIPRNET-Based Site Logical Design for 3 DTFs (Co-Located DTFs)
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Figure 6.1.14-1(b) presents the second preferred NIPRNET-Based Site Logical Design.

Figure 6.1.14-1(b):  2nd preferred NIPRNET-Based Site Logical Design (Two Co-Located DTFs)
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Figure 6.1.14-1(c) presents the original NIPRNET-based Site Logical Design.

Figure 6.1.14-1(c):  Original NIPRNET-Based Site Logical Design

Private WAN Connection Configuration

Because a POP to either a BLAN or the NIPRNET does not exist, some reserve installations (private sites) communicate directly to the TAC via a point to point fractal T-1, which guarantees a minimum bandwidth of 1.1 to 1.5 megabit per connection.  All name resolution, monitoring and authentication is provided for the TAC.  Private site DTFs have 16 student workstations in active components or 12 student workstations in reserve components, one manager workstation, one VTEL system, one laser printer, one color scanner/fax/printer, and a server for file and print.

The original specified connection required for one fractional T-1 to each DTF.  The original design for this connectivity is shown in Figure 6.1.14-2(a).  The fractional T-1 to each DFT is required in order to provide the bandwidth necessary for all operations.  In order to reduce the bandwidth requirements, crossovers between DTFs should be utilized as shown in Figure 6.1.14-2(a).

The installation Domain Name Service (DNS) is provided by the TAC.

As with the NIPRNET sites, DTFs are co-located where possible and will have two basic types of installations.  One will have three DTFs co-located and the other will have two DTFs co-located with one DTF in another building.  Figure 6.1.14-2(b) shows the 2/1 design.

In order to utilize the crossconnects, the routers will have an address in each DTF’s address range.  Each machine that allows for multiple gateways will have its own router listed first and the backup gateway(s) listed next.  If the DTF router is working properly (communicating to the TAC router) the machine will use its own DTF’s router.  If the link should go down, or should the router in the DTF go down, then rebooting the machine will allow it to go to the next gateway (router) in the list.  This design will create up to 3 possible methods of connection to the TAC and provide redundancy while not impacting the bandwidth.

Private Connection-Based Site Logical Design

Figure 6.1.14-2(a) presents the original Private Connection-Based Site Logical Design for 3 Co-Located DTFs.

Figure 6.1.14-2(a):  Private Connection-Based Site Logical Design for 3 Co-Located DTFs
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Figure 6.1.14-2(b) presents the Private Connection-Based Site Logical Design for 2/1 DTFs Co-located.

Figure 6.1.14-2 (b):  Private Connection-Based Site Logical Design for  2/1 Co-Located DTFs 

6.1.15
DL Digital Training Facility (DTF) Configurations and Functions

NIPRNET-Based DTF Physical Design
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Figure 6.1.15-1 presents the NIPRNET-Based DTF Physical Design.

Figure 6.1.15-1:  3 DTFs Co-Located

Private Connection-Based DTFs
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Figure 6.1.15-2 presents the Private Connection-Based DTF Physical Design.

Figure 6.1.15-2:  3 DTFs Co-Located on Private Lines

6.1.16
Workstation/Server Configuration and Functions

The server and workstation configurations are below:

Servers

	Region BDC

Tivoli Endpoint

NetFinity

Diskeeper

BackupExec Mgr
	IBM Netfinity 5500 M20 500 Mhz 2way Xeon 

with 512 Cache

8-256 SDRAM (2 Gig)

6-18.2 GB Ultra Wide SCSI disk drives (90 GB)

3Com 10/100 Ethernet Adapter

	Enterprise BDC

Tivoli Endpoint

NetFinity

Diskeeper

BackupExec Mgr
	IBM Netfinity 5500 M20 500 Mhz 2way Xeon 

with 512 Cache

8-256 SDRAM (2 Gig)

6-18.2 GB Ultra Wide SCSI disk drives (90 GB)

3Com 10/100 Ethernet Adapter

	Domain Name Server (DNS)

Tivoli Endpoint

NetFinity

BackupExec Mgr
	IBM Netfinity 5500 M20 500 Mhz 2way Xeon 

with 512 Cache

8-256 SDRAM (2 Gig)

2-18.2 GB Ultra Wide SCSI disk drives (18.2 GB)

3Com 10/100 Ethernet Adapter

	Member Server

Tivoli Endpoint

NetFinity

Diskeeper

BackupExec Mgr
	IBM Netfinity 5500 M20 500 Mhz 2way Xeon 

with 512 Cache

8-256 SDRAM (2 Gig)

2-18.2 GB Ultra Wide SCSI disk drives (18.2 GB)

3Com 10/100 Ethernet Adapter


Workstations

	Software
	Version
	Remarks

	Windows NT
	4.0 with SP5
	

	NT Workstation Resource Kit
	Update 4.0
	

	Office Standard Version
	97 with SR2
	Everex PCs only

	Office Professional
	97 with SR2
	TPW and Everex DTFM workstations

	Outlook 98
	98
	DTFM workstations only

	Internet Explorer
	5.01
	Security Updates 1/17/00, 12/8/99, 11/17/99 (128 bit version) 10/20/99

MS Virtual Machine

IE Information and Privacy Update

Update for Security Vulnerabilities

Microsoft Libraries Update

	Windows Media Player
	6.4
	

	Macromedia Shockwave
	5.0
	

	Real Player
	7.0
	

	CBT Player
	2.52
	

	C2 Configuration
	4.0
	

	Registry Configuration
	Security TFM
	

	Adobe Acrobat
	4.0
	

	Norton Antivirus
	current version (ECP-52)
	Latest approved signature file

	Tivoli Software Distribution
	3.6.1
	

	Tivoli Inventory
	3.6.1
	

	Tivoli End Point
	24
	

	Tivoli Remote Control
	3.6.5
	

	Tivoli Trip
	Not version controlled
	


In addition the workstations have the following TADLP unique configurations:

· LMHosts file – A site-specific file for identifying required resources.

· TADLP Logo – A logo screen for windows.

· TADLP Security Banner.

· Printer Driver – Site specific printer driver.

· Screen resolution set to 800x600 (changeable).

· BIOS set to boot from the C drive only.

· BIOS password protected.

· Auditing set for security, application and system events.

· Removal of the Run command from start menu.

· Removal of Cmd prompt.

· Removal of A and E drive icons.

· Removal of Network Neighborhood icon.

· Removal of access to drive C.

· Removal of Find command.

· Disable shutdown from the logon prompt.

· Renaming of guest and administrator accounts.

· Change in the registry to remove domain password change for the workstation.

· Removal of Task Manager.

6.1.16.1
Digital Training Facility (DTF) Manager Workstation

The standard TADLP DTF manager workstation consists of the standard workstation configuration and Outlook 98 in order for the DTF manager to have access to the DTF calendar.

6.1.16.2
TADLP DTF Student Workstation

The standard TADLP DTF workstation software is listed above under Workstation.  Outlook 98 is not installed on the student workstation.  As software upgrades are required, this document will be updated.

6.1.16.3
Non-TADLP Computer

TADLP does not provide equipment or connectivity for non-TADLP computers.  Collaboration and courseware requirements for non-TADLP computers are not part of TADLP specifications.

6.1.17
DTF Server Configuration Requirements and Functions

The following sections describe the types of servers and functions of each that are located in the DTF.

6.1.17.1
Digital Training Facility Member Server

This server performs Enterprise Management (EM) functions.  It is used to store the approved baseline image for all the workstations residing in that particular site.  The server restores each workstation’s hard drive contents to an approved baseline upon workstation logoff.  The server also serves as a Tivoli gateway for performing fault monitoring, inventory management, and software distribution.  Table 6.1.17.1-1 presents the DTF Member Server Hardware/Software Standards.

Table 6.1.17.1-1:  DTF Member Server Hardware/Software Standards

	SOFTWARE ITEM
	VERSION AND PATCH LEVEL

	Windows NT Server
	4.0 Service Pack 5

	Tivoli Framework
	3.6.1

	Tivoli Endpoint
	21

	Tivoli Software Distribution
	3.6.1

	Tivoli Software Distribution Library
	3.6.1

	Tivoli Distributed Monitoring
	3.6.1

	Tivoli Inventory
	3.6.1

	Tivoli Inventory Gateway
	3.6.1

	Tivoli Remote Control
	3.6.1

	Netfinity
	

	Diskeeper
	5.0

	HARDWARE ITEM
	VALUE

	CPU
	Dual Xeon 500

	Memory
	2 GB

	Disk space
	90 GB


6.1.17.2
DTF Backup Domain Controller (BDC) Servers

The BDC server configuration, identified in Table 6.1.17.2-1 below, provides backup NT Domain controller authentication services to the workstations at its respective US Army site.

Table 6.1.17.2-1:  DTF BDCs Server Hardware/Software Standards

	SOFTWARE ITEM
	VERSION AND PATCH LEVEL

	Windows NT Server
	4.0 Service Pack 5

	Tivoli Endpoint
	21

	Tivoli Remote Control
	3.6.1

	Tivoli Distributed Monitor
	3.6.1

	Tivoli Inventory
	3.6.1

	Netfinity
	

	Diskeeper
	5.0

	HARDWARE ITEM
	VALUE

	CPU
	Dual Xeon 500

	Memory
	2 GB

	Disk space
	90 GB


6.1.17.3
DNS Server

In order to comply with the requirement for upgrading TADLP system to Windows 2000 independently from other U.S. Army systems, TADLP is currently providing its own Domain Name Services (DNS) through servers in the control of TADLP.  In addition, U.S. Army policies require that any server that provides DNS services must provide only domain name services.  As a result, a dedicated TADLP DNS server is placed at each site that is connected to the shared wide area network (WAN).  Sites that are connected to the WAN via private connections do not require a DNS server resident at that site.  Domain name resolution services for private WAN sites are provided by servers resident at the enterprise level TAC. The site DNS will be eliminated when the Army Regional protected DNS becomes available.  The hardware/software configuration for the backup DNS server is specified in Table 6.1.17.3-1 below.

Table 6.1.17.3-1:  Backup DNS Server Hardware/Software Standard

	SOFTWARE ITEM
	VERSION AND PATCH LEVEL

	Windows NT Server
	4.0 Service Pack 5

	Tivoli Endpoint
	21

	Tivoli Remote Control
	3.6.1

	Tivoli Inventory
	3.6.1

	NetFinity
	

	(DNS Software)
	MS DNS 4.0 SP5

	HARDWARE ITEM
	VALUE

	CPU
	Dual Pentium III (ECP-52)

	Memory
	2 GB

	Disk space
	36 GB (ECP-52


6.1.17.4
Student Storage Area

Storage for student work files is provided in the DTF on a BDC or Member Server in that DTF.

6.1.18
Account Management

TADLP user accounts will be created, maintained, and deleted by Help Desk personnel.  See Help Desk Operator guide or the Help Desk section in this manual for more information on TADLP account management processing.

6.1.19
COOP

A Continuity of Operations Plan (COOP) exists for TADLP and is contained in a separate COOP document.  COOP provides general guidance to functional proponents, installation and system managers of TADLP on methods and procedures for backup and recovery as a response to any type of system failure.

6.1.19.1
Backup

In order to insure the ability to recover from a failure, inadvertent or intentional destruction of data, or other loss of data or function, TADLP servers are backed up on a regular basis.  The servers utilize tape backups in order to recover files, or total server capability.

Because the TAC provides a central point of control, the backups at the TAC include the monthly full backup of all servers.  This backup will be stored off-site to insure the data is retained in a secure environment.  Data at the TAC is also stored on tapes that are retained at the TAC to provide immediate restoration of data in case of loss.  Full backups of all servers are taken weekly.  Incremental backups (data that has been changed or added since the previous backup) are taken nightly.

Data at the TAC is also stored on tapes that are retained at the TAC to provide immediate restoration of data in case of loss. Full backups of all servers are taken weekly. Incremental backups (data that has been changed or added since the previous backup are taken nightly. (ECP-52).

Servers at the RTACs and DTFs are backed up without operator intervention.  A tape is left in the tape drive on the servers.  Through a combination of weekly full backups and nightly incrementals, the data on the servers is available for restoration, if needed.

Workstations are backed up once to the member server at the site.  This backup is used to restore the workstation as required by the SRS and at any other time as directed by TADLP personnel.

6.1.19.2 Archive

Data for TADLP is archived as required by SRS reference 3.2.4.2.2.2.  Server event logs will be set not to allow overwriting of events.  Every 3 months the event logs will be saved on the server.  The log will be saved using the type of log (system, security, or application) and the date as MMYY (0300 = March 2000).  A security event log would appear as SECURITY0300.EVT.  The logs will be retained on the server for a minimum of 1 year.

6.1.20
Encryption and Encapsulation Device (EED)

TADLP has selected NetFortress to provide FIPS 140-1 devices for secure transmission of data across the NIPRNET.  This device also encapsulates TCP/IP into protocol 99 frames.  This encapsulation allows TCP/IP ports to traverse the NIPRNET that would normally be discarded without encapsulation into protocol 99.  The NIPRNET security does not allow the Tivoli enterprise management TCP/IP ports onto the NIPRNET.  TADLP has arranged with security for protocol 99 to be allowed on the NIPRNET.  The NetFortress EEDs discover other EEDs with the same encrypted signature file and then encapsulate and encrypt data such as the Tivoli enterprise management data.  This allows TADLP to send this data to other TADLP sites via the NIPRNET.

The NetFortress EEDs are given a signature file at the TAC.  This signature file is unique to TADLP and only EEDs with that signature can communicate with TADLP EEDs.  TADLP ISSO maintains a copy of the signature file and the program for loading and changing the signature file.

6.2
ENTERPRISE MANAGEMENT

This section of The Army Distance Learning Program (TADLP) Design Document presents the design of the Enterprise Management components of TADLP system.

6.2.1
Introduction

TADLP system design is presented below in response to the System Requirements Specification (SRS) document referenced in Section 1 of this document.  The design is presented in accordance with the organization and structure of the SRS.  Section 6.2.2 presents the design of the fault management subsystem, and describes its interface with TADLP Help Desk subsystem.  Section 6.2.3 presents the design of the Help Desk subsystems.  Sections 6.2.4 through 6.2.5 present the design of the Performance and Security Management subsystems.

In addition to the Enterprise Management requirements specified in paragraph 3.2.4 of the SRS, additional enterprise management requirements appear in paragraph 3.13 of the SRS.  These requirements have been mapped into a single Fault, Configuration, Accounting, Performance, and Security (FCAPS) Management discipline, and are addressed in the respective section below.

6.2.2
Fault Monitoring

Using a combination of NetView, NetFinity and Tivoli Enterprise Console (TEC), failures will be detected and forwarded to Remedy for trouble ticket creation.  When network errors occur, the icon representing the switch, router or machine being monitored will change from green to red on the NetView console.

Tivoli NetView is used primarily for availability monitoring.  In this capacity, NetView is configured to forward four specific NetView events to TEC.  The list of events is in Table 6.2.2-1.

Table 6.2.2-1:  NetView Events Forwarded to TEC

	NETVIEW

EVENT
	TEC

SEVERITY
	OPEN A TROUBLE TICKET?

	Interface Down
	Critical
	Yes

	Interface Up
	Harmless
	No

	Node Down
	Critical
	Yes

	Node Up
	Harmless
	No


TADLP NetView monitors networked devices of switches, routers and servers.  NetView will receive SNMP traps directly from networked devices.

6.2.2.1
Distributed Monitoring

Using a combination of Tivoli Distributed Monitoring (DM) and Tivoli Enterprise Console (TEC), failures are detected and forwarded to the Help Desk for manual intervention.  Distributed Monitoring includes a remote monitoring engine (sentry engine) that runs specific monitors as determined by monitoring profiles that have been distributed to the Endpoint.  Endpoints within TADLP environment that can run the sentry engine include any Windows NT Servers.  Distributed Monitoring is not used on workstations or printers.  The following table shows TADLP design for the Server Monitoring and the associative thresholds. (ECP-52).

Table 6.2.2.1-1:  Distributed Monitoring NT Monitors

	Monitored Item:

Argument
	Specific Monitor
	Monitor Interval: Start Time
	Response Level:

Threshold
	Action (notice, popup, icon, http, page, tec, log, run pgm)
	Monitor: Y/N

	Disk Space

	Percent Free Space

Arg (drive): c:
	Universal

Monitoring Collection

  Diskusedpct
	1 Hour
	1. Critical   : Used > 75%

2. Severe    :

3. Warning :

4. Normal   :

5. Always   :


	1. TEC 

2.

3. 

4.

5. 
	Days            : y

Nights          : y

During week: y  

Weekends    : y

Custom hrs: : n

Custom days: n  

	Percent Free Space

Arg (drive): d:
	Universal

Monitoring Collection

  Diskusedpct
	1 Hour
	1. Critical   : Used > 75%

2. Severe    :

3. Warning :

4. Normal   :

5. Always   :


	1. TEC 

2.

3. 

4.

5. 
	Days            : y

Nights          : y

During week: y  

Weekends    : y

Custom hrs: : n

Custom days: n  

	Health Check

	Percent Total

Processor Time
	NT_System

Monitoring Collection

  PrcTotCpuTime
	1 Hour
	1. Critical   : Goes > 95

2. Severe    :

3. Warning :

4. Normal   :

5. Always   :


	1. TEC 

2.

3. 

4.

5. 
	Days            : y

Nights          : y

During week: y  

Weekends    : y

Custom hrs: : n

Custom days: n  

	The number of outbound packets that were chosen to be discarded even though no errors had been detected to prevent their being transmitted
	NT_NetworkInterface

Monitoring Collection

  PktsOutDiscarded
	1 Hour
	1. Critical   : 

2. Severe    :

3. Warning : >1000

4. Normal   :

5. Always   :


	1. 

2.

3. TEC (Warning)

4.

5. 
	Days            : y

Nights          : y

During week: y  

Weekends    : y

Custom hrs: : n

Custom days: n  

	The rate that bytes are sent and received on the network interface
	NT_NetworkInterface

Monitoring Collection

  BytesTotPerSec
	Once a day
	1. Critical   : 

2. Severe    :

3. Warning : 

4. Normal   :

5. Always   : Event logged


	1. 

2.

3. 

4.

5. TEC (harmless)
	Days            : y

Nights          : y

During week: y  

Weekends    : y

Custom hrs: : n

Custom days: n  

	Host Avail

	System Up Time
	NT_System

Monitoring Collection

  SysUpTime
	Once a day
	1. Critical   : 

2. Severe    :

3. Warning :  > 2,592,000 Sec.

                           (30 Days)

4. Normal   :

5. Always   : 
	1. 

2.

3. TEC

4.

5. 
	Days            : y

Nights          : y

During week: y  

Weekends    : y

Custom hrs: : n

Custom days: n  

ECP-52).

	

	
	
	
	
	
	

	
	
	
	
	
	


6.2.3
Help Desk

This section describes the functional and technical design requirements for TADLP Blocks 1 and 2, Help Desk implementation.

6.2.3.1
Background

TADLP Help Desk, located at Fort Eustis, VA, provides assistance for all infrastructure-related problems and information requests pertaining to Block 1 and Block 2 Digital Training Facilities located on military posts worldwide.

Digital Training Facility Managers (DTFMs), students, instructors, vendors and testers are customers of TADLP Help Desk and can contact the Help Desk regarding facility and equipment issues at 757.878.0368.  (A global 800 number will be available in the future.)

The Help Desk does not provide support for “how to” functionality of courseware.  If the help desk is contacted, a case will be recorded, closed, and the DTFM, student or instructor will be referred to the Army Training Support Center (ATSC) Help Desk (1800-275-2872).

6.2.3.2
Functional Structure

The functional alignment of the Help Desk is a tiered structure to promote skill crossing and the development of complementary skills within and across teams.

6.2.3.2.1
Support Staff Roles and Responsibilities

Tier 0 DTFMs are the first point of contact for students and instructors at the Digital Training Facility (DTF).  DTFMs will try to resolve or fulfill service requests that require on site support.

Tier 1 Technical Support Specialists (TSSs) are the central point of contact for all incoming service requests, regardless of the point of entry.  Tier 1 will try to resolve or fulfill every incoming service request on the first occurrence.  Escalation to Tier 2 staff will occur if:

a. The Tier 1 support specialist lacks the knowledge to resolve the service request.

b. The service request begins to exceed 15 minutes.

c. The service request requires time away from the workstation and the telephone.

Tier 2 includes Operations Specialists (OSs), Core Services, and Collaboration personnel.  They are responsible for system administration and related processes.  They handle service requests that are more complex, require a longer time to resolve, research-oriented, administrative in nature or are considered routine maintenance.  Tier 2 has between 45 and 60 minutes for help desk case resolution.

Tier 3 Systems Engineers are the third escalation point for complex infrastructure-related problems.  Their role is also strategic in nature and their responsibilities include infrastructure performance, expansion, enhancements, etc.

Tier 4 External Vendors are assigned cases that require action to fulfill the service request by one of their resources.

Figure 6.2.3.4-1 Service Points of Entry and Data Flow diagram gives visual representation of the service request entry into the Help Desk.

6.2.3.3
Objective

The objective of this section is to define the proposed workflow and give configuration definitions for the:

a. Norstar Meridian Automatic Call Distributor (ACD) System

b. Remedy AR System

c. Remedy supporting applications for Help Desk, Change and Assets

d. Required integration with Tivoli Inventory Collection and Event Monitoring

6.2.3.4
Scope

The design and implementation includes components for both Block 1 and Block 2, which are illustrated in Figure 6.2.3.4-1.

Figure 6.2.3.4-1 presents the Service Points of Entry and Data Flow.

Figure 6.2.3.4-1:  Service Points of Entry and Data Flow
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6.2.3.4.1
Nortel Norstar Meridian ACD System 3.2

The ACD System is a telephone switch that provides call routing and processing capabilities.  Calls are received into a global 800 number and are routed through a grouping of telephone lines.  The following software is used in conjunction with the ACD system for call management and reporting:

a. Cinphony v3.2.0.00.1.9 is used to configure ACD users, groups, metric parameters and reports.

b. WinTerm v5.0 is an emulator used to provide remote access to the ACD System.  The Help Desk Manager has a second, stand-alone workstation that is used specifically for ACD monitoring and reporting.

c. Infocus v1.2 provides a GUI interface to the ACD system and is used in conjunction with Cinphony software to generate standard/customized reports and provide more monitoring detail.

Reference the ACD Call Flow diagram in Appendix B for the detailed process flow.

6.2.3.4.2
Remedy AR System 4.0.3

The AR System is based on a three-tier client/server architecture.  The client layer provides all of the user interface functionality.  The AR System server controls workflow processes and access to the SQL Server database.  The database server acts as the storage and retrieval engine.

6.2.3.4.3
Help Desk 4.0.3

The Remedy Help Desk application provides capabilities to manage functions that are critical to the availability and performance of TADLP infrastructure, including:

a. Problem management

b. Problem resolution

c. Student administration

d. Facility usage

e. Knowledge content and usage

f. Change tasking

Reference the Life Cycle of a Case diagram in Appendix B for the detailed process flow.

6.2.3.4.4
ARWeb 3.0.2

ARWeb provides full support for HTML and Java Script event handling.  Through the Internet Explorer browser client, DTFMs:

a. Submit service requests (cases)

b. Query existing cases

c. Generate student registration forms

d. Input facility usage information

e. Submit asset/inventory changes

6.2.3.4.5
ARS Plus Module 1.3

The ARS Plus Module is a third-party product that provides a bridge between Tivoli Event Monitoring and Remedy Help Desk for trouble ticket generation.  The following sequence of events occur:

1. Tivoli fatal and critical alerts generate trouble tickets.

2. Tivoli passes trouble ticket information to the Remedy Help Desk application.

3. A case is automatically queued in Remedy.

4. Tivoli cases are prioritized as urgent.

5. Support staff open, acknowledge, and take appropriate action on these cases.

6. Remedy Help Desk passes the information required to close the trouble ticket back through ARS Plus to Tivoli.

Reference the Event Correlation diagram in Appendix B for the detailed process flow.

6.2.3.4.6
Knowledge References

Pre-packaged resources are used to supplement the support staff’s personal knowledge.  The following knowledge resources are part of subscription services that were selected for the Help Desk.  Periodic updates are installed as new releases become available.

a. Microsoft TechNet stand alone CD (no version)

b. ServiceWare Desktop Suite Knowledge Paks v16

Reference Section 6.2.3.5.6 for the detailed listing of the ServiceWare Knowledge Paks selected and installed for TADLP.

6.2.3.4.7
Reporting

Crystal Report Viewer v6.0 came bundled with the Help Desk Application and includes a library of canned reports.

TADLP-specific reports are generated on a regular basis to assess the operation.  Customized reports for case history analysis have been created using Crystal Report Writer v7.0.

6.2.3.4.8
Asset Management 4.0

Remedy Asset Management is used to track and monitor all TADLP assets throughout their life cycle.  This will include the management of:

a. Facility asset replacement / repair

b. Equipment replacement / repair

c. Warranties

d. Licensing

e. Vendor information

Reference the Facility and Equipment Service Request diagrams in Appendix B for the detailed process flows.

6.2.3.4.9
Change Management 4.0

TADLP will use the Remedy Change Management application to supplement the configuration management process established in TADLP Configuration Management Plan and the related Engineering Change Proposal (ECP) and Configuration Control Board (CCB) Process Plans.

Reference the Change Process diagram in Appendix B for the detailed process flow.

6.2.3.5
System Design

The following sections define and describe TADLP Remedy system design.

Note:
The definitions used in the tables that follow were determined based on information for the implementation of TADLP Help Desk.  The Remedy Administrator must frequently reevaluate the information in these tables as TADLP Help Desk continues to grow in size and responsibility.

6.2.3.5.1
Nortel Norstar Meridian ACD System

The ACD system selected for TADLP is scalable.  The design has been tailored to meet the requirements of the physical location of the Help Desk at this time.  Adjustments will be made to the ACD system as help desk services expand globally.  The following features are included in the design:

a. 32 Voice Channel Support – The Cinphony ACD uses eight voice channels as the means for playing announcements to callers while they are in queue.  This feature has the capability to be increased to thirty-two voice channels as the need arises.

b. ACD Groups – This system has the capability to service six different ACD groups.  TADLP configuration has one group that consists of both Tier 1 and Tier 2 personnel.

c. Norstar Voice Mail – Provides advanced voice-processing features that are totally integrated with the Norstar system.  The voice mail system has a storage capacity of one hundred hours.  Each user of the ACD has a personal mailbox.  These boxes can only be accessed by manually routing the call to the person’s extension.  There is also a group mail box used by customers who choose to leave a message rather than holding in queue.  This box is also used for after hours’ support.  The group box is accessed and worked by all help desk support staff.

d. Custom Call Routing (CCR) – Provides specialized call treatments to callers and defines how each call is handled.  This feature enables a call to remain in queue for a specific time period, prompts to leave a message or continue to hold, and will send a page for after hour messages.

e. Voice Messaging – Provides callers with pre-recorded messages about the operation (i.e., hours of operation, system outages, and different routing options) as well as the opportunity to leave a message.

f. Supervisor Console – The supervisor can determine immediately what state a support person’s position is in:

· Ready – Available to take the next caller in queue.

· Busy – Currently on a call.

· Make Busy – Unavailable to take a call (i.e., doing research for anther call).

· Wrap Up – Momentarily unavailable for the next call (i.e., completing documentation of previous call).

The supervisor’s display feature provides the current information on call traffic for identifying workload peaks, number of calls waiting in a queue, number of positions staffed, and the length the longest queued call has been waiting.  A threshold can be set to instantly alert the supervisor when a queue begins to fill or when the number of support staff available falls below the preferred level (based on call volume, time of day and staff availability).

g. Call Handling – Calls are routed through a global 800 number to a direct line into the ACD.  The call then hunts to the next open line.  There are twelve lines in the ACD system, of which four are reserved for outgoing calls.  The call is then routed to the next available agent.  Once a support person completes a call, a predetermined interval between calls allows for wrap up time of the previous call.  This feature provides time for the support person to input final information and prepare for the next call.  For TADLP, the setting is configured for fifteen seconds.  This setting impacts statistics for amount of time calls are held in queue.  As call volume increases, the setting will be analyzed to determine if an increase or decrease in time will be required.  Through the use of the telephone display, the support person is aware of how queued calls are progressing.  A message appears instantly when calls are waiting in the queue.

h. Reporting – Performance reports can be easily compiled to analyze statistics.  Examples of such statistical reporting includes:

· Percent of calls answered or abandoned within the maximum delayed threshold.

· The average delay, in seconds, before an ACD call is answered.

· The number of calls answered.

· The number of calls abandoned.

· The average talk-time per support person, per team.

i. Desktop Equipment – Each desk is equipped with a single telephone set with multiple line appearance and a visual display.  The phones have an incoming line and an outgoing line.  Additionally, the supervisor’s desk has a Windows 98 PC that allows monitoring of the phone system through WinTerm and Infocus software packages.

Reference the ACD Call Flow diagram in Appendix B for process details.

Reference the Help Desk Operations Guide for the After Hours Support process details.

Figure 6.2.3.5.1-1:  Norstar Meridian ACD System
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6.2.3.5.2 AR System

The following sections define and describe the AR System.

6.2.3.5.2.1
Relationships Across Applications

The Help Desk, Change Management and Asset Management applications use shared forms, tables and fields for certain information.  Examples of shared information include people profiles, locations and groups.

6.2.3.5.2.2
Remedy Configuration Manager

The Configuration Manager is used to customize Remedy applications.  The Remedy applications include features supported by default forms and workflow definitions.

Remedy tasks are divided into four major sections:

1. General

2. Support Specifics

3. Address

4. Advanced

Basic configuration changes were made to meet the business rules defined for TADLP.  The following is a description of the general configuration tasks that were customized to reflect TADLP locations, categorizations, people, and groups.

The following schema presented in Figure 6.2.3.5.2.2-1 represents the fields in these tasks.

Figure 6.2.3.5.2.2-1:  Schema
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6.2.3.5.2.3
Remedy Configuration Console

The Remedy Configuration Management tool includes a Configuration Console used to navigate through the configuration of Help Desk, Asset Management, and Change Management applications.  This area of configuration is used to define:

a. Location

b. Categorization

c. People Definition

d. Group Definition

e. Group Population

6.2.3.5.2.4
Location

The location screen enables the configuration of specific regions, sites, and facilities.  This is a shared table which is applied across the Remedy Help Desk, Asset Management and Change Management applications.  Table 6.2.3.5.2.4-1 defines the fields used to identify locations:

Table 6.2.3.5.2.4-1:  Location Fields and Descriptions

	Field Name
	Description
	Example

	Region
	The regional location of the facility.
	Region 1

	Site
	The physical site of the facility.
	Fort Monroe

	Facility
	The Digital Training Facility or office.
	DTF-1

	Status
	(Radio Buttons) Active, Obsolete, Delete.
	

	Select Existing Location
	(Button) Opens a table of existing sites by Region, Site, Facility.
	


6.2.3.5.2.5
Categorization

Categorization is used in conjunction with location to ensure that cases are assigned to groups or individual members who have appropriate skills to resolve the service request.  Categorization is also used for linking cases, assets, and change requests.

The categorization form is used to establish category, type, and item definitions.  Categorization is set using a dynamic, three-tiered menu structure consisting of:

1. Category – The most general level of categorization (e.g., workstation hardware)

2. Type – Second level of categorization (e.g., monitor)

3. Item – Third and most specific level of categorization (e.g., Princeton)

These can be configured differently in each application.  For TADLP, Change Management is a subset of Asset Management, but uses the same category, type and item definitions.  The Help Desk application has its own set of categories, types, and items.

Table 6.2.3.5.2.5-1 lists the categories, items, and types defined for TADLP.

Table 6.2.3.5.2.5-1:  Category Lists

	APPLICATION
	CATEGORY
	TYPE
	ITEM

	Help Desk 
	Server Hardware
	EXP15
	9 G Hard Drive

18 G Hard Drive

36 G Hard Drive

Other

	
	
	Fiber Controller
	Other

	
	
	Netfinity 5000


	10/100 Ethernet

CD-ROM

Floppy Drive

Gigabit Ethernet

Hard Drive

Power Supply

Other

	
	
	Netfinity 5500
	10/100 Ethernet

CD-ROM

Floppy Drive

Gigabit Ethernet

Hard Drive

Power Supply

Other

	
	
	Tape Library
	3447 Digital Linear

Other

	
	
	Control Console
	Keyboard

Mouse

Console Concentrator

Monitor

	
	
	UPS
	Rack

Floor mounted

	
	Workstation Hardware
	Keyboard/Mouse
	Keyboard

Mouse

	
	
	Drive
	CD-ROM

Hard Drive

Floppy

Other

	
	
	TPW
	Pentium 266

Pentium 333

Pentium 350

Pentium 400

	
	
	Everex
	Pentium 266

Pentium 333

Pentium 350

Pentium 400

	
	
	Reliance
	Pentium 266

Pentium 333

Pentium 350

Pentium 400

	
	
	Memory
	Other

	
	
	Monitor
	KDS

IBM

Princeton

Viewsonic

Other

	
	
	Network Interface Card
	Allied

3COM

Other

	
	
	Other
	Other

	
	
	Power Supply
	Surge Protector

Other

	
	IT Services


	Account Administration
	IP Assignment OR Change

NT Account

Other

Password Change

Password Reset

User/Group Permissions

	
	
	General Information
	Information Update

Training Info 

Other

	
	
	Move Equipment
	Printer

Server

Workstation 

Other

	
	
	Other
	File Format Conversion

Virus Check 

Other

	
	Other
	Other
	Other

	
	Printing
	Need Access
	Network Printer

Other

	
	
	Other
	Envelopes

Mailing Labels

Other

	
	
	Printer Failure/Error
	DLL File Not Found Error

Jammed Paper

No Printout Appears

Not Enough Memory Error

Other

Poor Quality Printout

Printing Blank Pages

Printing Garbage

Spooler Error

Toner Low Error

	
	
	Setup/Install/Cancel
	Cancel Print Job

Install Printer Driver

Other

Remove Cover Page

Setup Cover Page

Setup Local Printer

Setup Network Printer

	
	Software
	ImageCast
	IC3

	
	
	Ghost
	Ghost

	
	
	Messaging
	MS Outlook


	APPLICATION
	CATEGORY
	TYPE
	ITEM

	
	
	Microsoft Office
	MS Access

MS Excel

MS PowerPoint

MS Word

	
	
	Operating System
	MS DOS

Other

Windows 2000

Windows 95

Windows 98

Windows NT Server

Windows NT Workstation

	
	
	Security
	NetProwler

Norton Antivirus

Axent RaptorFirewall

Axent Intruder Alert

	
	
	Other
	Drivers

Internal Application

Other

	
	
	Remedy
	AR System

ARWeb

Asset Management

Business Rules

Change Management

Help Desk

Other

Remedy Administration

Remedy Client

Remedy User

	
	
	Tivoli
	Distributed Monitoring

Inventory

NetView

Remote Control

Software Distribution

	
	Electrical
	Outage
	Loss of Power

	
	
	Generator
	Other

	
	Facilities
	Structure
	Other

Ceiling Tiles

	
	
	Other
	Other

	
	Mechanical
	HVAC Inoperative
	Not Working

	
	
	HVAC Degraded
	Not Working Effectively

	
	
	Other
	Other

	
	Network Communications
	Hardware
	Switches

Routers

Hubs

Cabling

Other

	
	
	Software
	TCP/IP

LM Host File

DNS

Other

	
	
	Connectivity
	Internal – TADLP controlled

External – All other

	
	Telecom
	ACD
	Cinphony Software

Console

Headset

Other

Switch

	
	
	FAX
	Other

	
	
	Other
	Other

	
	
	Telephone System
	Internal

External

Telephone Set

	
	
	Video Conference
	Other

VTT

VTEL Peripherals

	
	
	VoiceMail
	Access

Change Password

Indicator Light

Options

Other

	Asset Components
	Hardware
	Drive
	CD-Rom

Floppy Drive

Hard Drive

	
	
	Keyboard
	100/102

Microsoft

Other

Remote

	
	
	Memory
	64 MB DIM

Other

	
	
	Monitor
	KDS

Other

Princeton

	
	
	Mouse
	PS/2

Other

Wireless 

	
	
	Network Interface Card
	3 COM

Other

	
	
	Video Adapter
	SVGA

Other

	
	Software
	Backup
	Veritas

Other

	
	
	Database
	MS SQL

Other

	
	
	Microsoft
	Office Pro 97

Office 97

Office 2000

	
	
	Operating System
	MS Windows NT

MS Windows 98

	
	
	Remedy
	ARWeb 

Asset Management

Change Management

Client

Help Desk

	
	
	Tivoli
	Client

Inventory

NetView

Software Distribution

	
	
	Utilities
	Acrobat

C2

Imagecast IC-3

Exchange Calendar

Norton Anti-Virus

Other

Win Zip

	
	
	Visio
	Visio 98

Visio 2000

	
	VTT
	Audio
	Amplifier

	
	
	Camera
	Parkervision

Other

	
	
	BiAmp
	Automatic Gate

Microphone Mixer

Other

	
	
	Speaker
	All

	Main Assets
	Facilities
	Furniture/Accessories
	Bookcase

Bulletin Board

Chair

Clock

Cubicle Walls

Desk

File Cabinet

Other

Table 

Trash Can

White Board

	
	
	Office Equipment
	Copier

Fax Machine

Other

Overhead display

Projector

Shredder

Television

VCR

	
	Hardware
	Network
	Hubs

Routers

Switches

	
	
	Workstation
	Pentium 266

Pentium 350/64

Pentium 500/33

	
	
	Printer
	Desk Jet

Laser Jet

Office Jet

Other

	
	
	Server
	Control Console

Netfinity 5000

Netfinity 5500

	
	Telecom
	VTT
	VTEL

	
	
	ACD
	Switch

Telephone Set

Cinphony

	
	
	Office Phones
	Switch

Telephone Set

	
	
	DTF Phone
	Switch

Telephone Set

	Change Management
	Hardware
	Drive
	CD-Rom

Floppy Drive

Hard Drive

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	Network Interface Card
	3 COM

Other

	
	
	Network
	Hubs

Routers

Switches

	
	
	Workstation
	Pentium 266

Pentium 350/64

Pentium 500/33

	
	
	Server
	Control Console

Netfinity 5000

Netfinity 5500

	
	Software
	Backup
	Veritas

Other

	
	
	Database
	MS SQL

Other

	
	
	Microsoft
	Office Pro 97

Office 97

Office 2000

	
	
	Operating System
	MS Windows NT

MS Windows 98

	
	
	Remedy
	ARWeb 

Asset Management

Change Management

Client

Help Desk

	
	
	Tivoli
	Client

Inventory

NetView

Software Distribution

	
	
	Utilities
	C2

Imagecast IC-3

Exchange Calendar

Norton Anti-Virus

Other


6.2.3.5.2.6
People Definition

All records describing the user characteristics within the Remedy Help Desk application are created in the People Definitions.  There are two types of Remedy users:  Help Desk support staff and customers of the support staff (e.g., DTFMs, students, instructors and testers).

The Help Desk support staff includes Tiers 1 through 3 as defined in Section 6.2.3.2.1.  The support staff responds to requests for service or information.  The Tiered levels and predefined service level standards facilitate case escalation and ensure that all cases are handled efficiently.

The customers of the Help Desk include all TADLP participants.  DTFMs are customers and also provide Tier 0 support as defined in Section 6.2.3.2.1.
Information entered into the people definition fields is stored in two tables:  User and People.  The User table consists of all Remedy users while the People table includes Remedy users, plus students, instructors, and testers.  Table 6.2.3.5.2.6-1 defines the fields that are used to complete these tables:
Table 6.2.3.5.2.6-1:  Fields Used to Complete User and People Tables

	Field Name
	Description
	Selectable Values

	Address
	Mailing address. 
	

	City
	Name of city.
	

	Country
	Country Name/Code.
	(Pull down available)

	Email Address
	Email address.
	

	Facility
	The name of the facility where the user or contact is from.  Select a facility from the menu list.
	Pull Down from 

Location Table

	Fax
	Fax number.
	

	First Name
	Person’s first name.
	

	Full Name
	First and last name of person.
	

	Last Name
	Person’s last name.
	

	Login Name
	Required field for Remedy users.  Follows NT Account Setup guidelines.
	

	License
	Defines the license type assigned to the Remedy user.
	Fixed, Floating, Read

	Manager 
	Defines whether the person is a manager (users only).
	Yes, No

	Manager’s Name
	Last name or Login of the user’s manager.
	

	Notification Method
	Defines how notifications will be sent to the user.
	Email

Notifier

	Office Number
	Telephone number the person can be reached at during business hours.
	

	Password
	Login password for Remedy users.
	

	Phone
	Home or Unit phone number for person.
	

	Postal Code
	Zip code.
	

	Region
	The Region of the facility the person is scheduled in or assigned to.
	Pull Down from 

Location Table

	Site
	The name of the site where the user or contact is located. 
	Pull Down from 

Location Table

	SocSecNum
	Use this field to store the social security number of the person.
	

	State Prov.
	State or Province.
	(Pull Down Available)

	Status
	Current status of a Remedy user.  Used to indicate a person is not available (e.g., vacation, training).
	Active, On Vacation, Busy

	Submitter
	Person Submitting People record.  Automatically completed by submitters login.
	

	Support Staff 
	Must be set to Yes for all TAC support staff members.
	Yes, No

	Type
	The type of person:  Internal – Internal to the TAC support staff; External – Includes student, DTFM, instructor, etc.
	External, Internal


6.2.3.5.2.7
Group Definition

Groups are established in Remedy to create specialization definitions for case escalations.  Groups are populated with people and skill sets based on categorizations.  A single individual can be assigned to multiple groups, and a group can have multiple skill sets.

Remedy has two notification groups that are used, depending on the type of notification to be sent:  Support and General.

a. Support Notification Group – Used for all Tier 1 through Tier 3 support groups.

b. General Notification Group – Used to send general notifications to all Remedy users.  DTFMs are members of the General Notification Group as they are users of Remedy, but not members of the support staff.

Groups are configured through the Configuration Management tool utilizing the fields as defined in Table 6.2.3.5.2.7-1.

Table 6.2.3.5.2.7-1:  Fields Used in Configuration Management Tool

	Field Name
	Description
	Selectable Values

	Group Type
	Type of notification group
	Support, General

	Group Name
	Name of the Group (i.e., Technical Support)
	

	Group ID
	Group ID number that will be used in Remedy workflow
	

	Status
	Set to active unless a user is out of the office for more than > 1 day 
	Active, Busy, on Vacation

	Manager’s Name
	The name of the group’s manager (must be a Remedy user)
	

	Region
	Used in identifying the location
	Region 1, Enterprise

	Site
	Used in identifying the specific locations within a Region
	(Pull down available)

	Facility
	Used in identifying the specific facilities at a site
	(Pull down available)

	Office
	Primary office telephone number
	

	Phone
	Secondary telephone number
	

	Fax
	Fax telephone number
	

	Email
	Primary email for group (if applicable)
	


The group configuration screen is used to add, modify or delete groups.  To maintain the integrity of case histories, groups are not deleted once they have been entered into the system.

This screen is also used to view existing groups.

6.2.3.5.2.8
Group Population

Populating groups enables the definition of people within the support and general notification groups as well as the AR System permissions group.  The permissions group is used to define which groups can view and change information in forms.  Remedy provides workflow that uses the permissions groups of APP-Support, APP-Management and APP-Administrator to easily define permissions.  A group or an individual can be assigned to one or more APP permissions groups.  The APP permissions group is then assigned permissions to access forms and specific fields within forms.  This eliminates the need to assign permissions to forms and form fields at the individual level.

Table 6.2.3.5.2.8-1 defines the groups that are currently configured in Remedy.

Table 6.2.3.5.2.8-1:  Remedy Groups

	GROUP TYPE
	GROUP NAME
	GROUP ID

	Support
	Asset Management
	900

	
	Collaboration
	1320

	
	Core Services
	1310

	
	Enterprise
	1340

	
	Technical Support Specialists (Tier 1)
	1100

	
	Specialists (Tier 2)
	1200

	
	Systems Engineering (Tier 3)
	1300

	
	Managers
	1400

	
	Vendors
	1900

	General
	Digital Training Facilities Managers 
	1000

	Permission
	APP-Administrator
	482

	
	APP-Management
	481

	
	APP-Support
	480


6.2.3.5.2.9

Support Specifics

The Support Specifics section within the Configuration Manager is used to configure the Remedy Help Desk, Asset Management and Change Management applications to meet the performance and availability requirements for Help Desk staff resources.

These configuration settings are designed to ensure that staff members receive case notifications based on permission levels, skill set and availability.

a. Group Support Staff Skills

b. Individual Support Staff Skills

c. Business Hours Workdays

d. Business Hours Holidays

e. Define Assignment Process

f. Support People Personal Preferences

Table 6.2.3.5.2.9-1 defines the categorizations assigned to the various support groups.

Table 6.2.3.5.2.9-1: Group Support Staff Skill Sets

	GROUP NAME
	CATEGORY
	TYPE
	ITEM

	Technical Support Specialists (Tier 1)
	Assigned to all categories as first level of support
	(All)
	(All)

	Operations Specialists (Tier 2)
	Assigned to all categories as first level of support. (Individuals are assigned to specific categories based on knowledge.)
	(All)
	(All)

	Collaboration

(Tier 2)
	IT Services
	Account Administration
	Other 

Password Change

Password Reset

	
	
	General Information
	(All)

	Core Services (Tier 2)
	IT Services
	Account Administration
	NT Accounts

IP Assignment or Change

Other

Password Change

Password Reset

	
	
	Connectivity
	(All)

	
	
	General Information
	(All)

	
	
	Other
	Other

	
	Networking
	(All)
	(All)

	
	Printing
	(All)
	(All)

	
	Server Hardware
	(All)
	(All)

	
	Software
	ImageCast
	(All)

	
	
	Operating Systems
	NT Servers

	
	
	Other
	Other

	
	
	Remote Access
	(All)

	Enterprise
	Software
	Tivoli
	(All)

	Systems Engineering (Tier 2 and 3)
	IT Services
	Account Admin. 
	(All)

	
	Networking
	(All) 
	(All)

	
	Software
	Messaging
	(All)

	
	
	ImageCast
	(All)

	
	
	Operating Systems
	(All)

	
	
	Remote Access
	(All)

	
	
	Tivoli
	(All)

	
	Telecom
	(All)
	(All)

	Vendors
	All
	All
	All


6.2.3.5.2.10
People Profiles

Customers of TADLP help desk must be validated prior to receiving support.  To accommodate this requirement, all DTFM profile information is entered and updated in the Remedy People Database.  Students and other customers of the help desk will be entered into the People Database at the time service is requested.

Support staff can add or modify profile information contained in the People database.

Note:
The current design does not support an interface between the NT User and Remedy People Database for importing customer profile information.  Therefore, there is a risk that information may not match if not managed correctly.

Reference the Student Registration diagram in Appendix B for the detailed process flow.

The People database contains all Remedy user profiles.  Information configured here is used to automatically populate requester information fields in various forms (e.g., help desk support and requester forms).

The schema presented in Table 6.2.3.5.2.10-1 is a subset of the fields in the People Database.  The information is used to determine if the requester is a valid customer of the help desk.

Table 6.2.3.5.2.10-1:  People and Group Database

	PRIMARY FIELDS
	SUB FIELDS
	DESCRIPTION

	Login Name
	
	Requester’s login name

	Status
	New
	New request for service

	
	Referred
	· External group/vendor

· Tester

· Change Control Board

	
	Assigned
	Assigned to specific group or person dependent upon skill set required.

	
	Accepted
	Support person has accepted ownership of case

	
	Pending
	Case is on hold due to outside influence

	
	Resolved
	Case has been resolved and is waiting verification of resolution

	
	Closed
	Resolution accepted, case closed

	Last Name
	
	Last Name of requester

	First Name
	
	First Name of requester

	Support Staff
	Yes
	Support staff member

	
	No
	Not a support staff member

	Notification Method
	Remedy Notifier
	Automatic send from Remedy 

	
	Telephone
	Prefers to receive response via phone

	
	Messaging
	Messaging address to receive notification


Additional information can be entered to further define contact, pager, address, and general information.

6.2.3.5.2.10.1
Search People Form

The schema depicted in Table 6.2.3.4.2.10.1-1 represents the fields in the Search People Form.  This form is used to determine if a person or group already has an existing record in the People database.  By entering data into one or more of these fields and selecting “SEARCH,” the remaining fields will be populated with current information if the person is found in the People Database.

Table 6.2.3.5.2.10.1-1:  Search People Form

	PRIMARY FIELDS
	DESCRIPTION

	Last Name
	Requester’s Last Name

	First Name
	Requester’s First Name

	Department
	Site location

	Login Name
	Assigned account login name

	Search Results
	Results – matching records


6.2.3.5.2.11
Business Hours Workdays

Remedy applications use a master schedule to:

a. Determine when to escalate a case.

b. Assess availability of support groups or individuals, before case assignments are made.

A master schedule for TADLP Help Desk is created using the Configure Business Workdays form.

This master schedule enables shift scheduling.  Cases are sent to support staff across different shifts.  Individuals or groups respond to cases per the defined Service Level Standards.

The Configure Business Workdays form is used to define an Open Time and a Close Time for each day of the week.  This information can be defined for each individual and each group.  A Company Time has been set for the total hours that the help desk is open.

Time is entered based on a 24-hour day (i.e., midnight is 0:00, 1:00 in the afternoon is 1300).  The Close Time must be greater than the Open Time.

The current, Phase I, schedule is configured for a business workday that begins at 700 and ends at 1700, EST.

Phase II, which begins 1 June 2000, will be configured for a business workday that begins at 700 and ends at 2100, EST.

Phase III, which begins 1 September 2000, will be configured for a 24x7 business workday.

The ACD system and pagers are currently used to provide after hours’ support for mission-critical services.

Reference the Help Desk Operations Guide for the After Hours Support process details.

6.2.3.5.2.12
Holiday Hours

The Configure Business Holidays form is used to “make unavailable” individuals or groups during periods of scheduled time off.  Each day of scheduled absence is entered into this form (e.g., enter July 4, 2000 for the Independence Day holiday.)

Scheduled time off includes holidays, vacations, extended absences, etc.  Configuration updates to this form occur regularly to ensure that cases are not overlooked and that Service Level Standards are met.

6.2.3.5.2.13
Advanced Configuration Tasks

The Advanced Configuration Tasks include additional workflow parameters that enable a greater level of customization of the Remedy applications.

6.2.3.5.2.13.1
General Application Settings

The General Application Settings form is populated automatically during installation with the paths for filters to run executable programs, macros, and active links.

Table 6.2.3.5.2.12.1-1:  General Application Settings Fields and Descriptions

	Field Name
	Description
	Defined Value

	Application Path
	Path for AR Server application
	D:\Remedy\Apps\ITSERVICES\bin

	AR Home Path
	Path for AR Server
	D:\Remedy\Apps\ITSERVICES\arHome

	Rapp Config Path
	Remedy application configuration path
	D:\Remedy\Apps\ITSERVICES\conf

	Rapp Files Path
	Remedy application file path
	D:\Remedy\Apps\ITSERVICES\rappdir

	Quote Character
	Character used for quote
	D:\Remedy\Apps\ITSERVICES\rappdir

	Application Login Name
	Name used for primary administrator
	Demo

	Admin Password
	Password for primary administrator
	************

	Admin Notification Method
	How notifications will be sent to the primary administrator
	Notifier

	Admin Email-Address
	Administrator’s email address
	Demo


6.2.3.5.2.13.2
Case Escalations

Escalations prevent help desk cases and change requests from being overlooked.  Specific time-sensitive business rules have been established for case escalation within the TAC.  Conditions for escalating Help Desk cases are checked by the AR System on a regular basis when escalation actions are performed.  Notifications are sent to appropriate support staff when thresholds are exceeded and action on a particular case is required.

Reference the Life Cycle of a Case diagram or the Service Level Standards Table in Appendix B for the detailed process flow and business rules.

6.2.3.5.2.13.3
Three-Tiered Case Categorization

Support staff use pull-down, pre-populated menus for standard and consistent entry of service request information.  The three-tiered case categorization includes the category, type, and item fields.  These fields exist in the help desk, change management, and asset management applications.  For TADLP, category, type, and item have been pre-configured for consistency across these applications to ensure linking relationships between cases, assets, and change requests.

6.2.3.5.2.13.4
Notifications

Notifications are sent via Remedy Notifier to support staff as a prompt, to provide information regarding case assignments and status.  When Remedy Notifier is selected, the Notifier application populates a notification screen indicating all notifications sent to the user (e.g., case assignments, bulletins, and reminders).  By double-clicking on a selected notification message, the user will view the information in the appropriate form (e.g., help desk and bulletins).

6.2.3.5.2.13.5
Reminder Messages

Reminders are sent via Remedy Notifier and enable Remedy users to create notes for themselves and others.  Both generic and specific reminders associated with a specific request can be sent.  Reminders can be accessed through either the Remedy Service Console or from within a request.  When opened from the Remedy Service Console, all reminders created by the user can be viewed.  When opened from within a request, all reminders associated with that request, including reminders generated by other users, can be viewed.

6.2.3.5.2.13.6
Bulletin Boards

The Help Desk Manager and support staff can post and review messages.  Bulletin Boards also support the use of file attachments.

Reference the Help Desk Operations Guide for Bulletin Board Usage process details.

6.2.3.5.2.13.7
Define Summary Definitions

Requesters and support staff can use either predefined summaries or type directly into the Summary field to describe problems or questions for which service is requested.  The Summary field is available to requesters in the New Request form in the Requester Console.  Support staff can access Summary fields in the Help Desk form and the Change Tasking form.  Advantages of using the Summary Definition feature include:

a. Ease of use for support staff and requester

b. Accuracy and consistency in defining case information

A case can be created through the use of keywords that correspond with categorization.  If the user types a description of the problem, and uses one of the keywords, the categorization (category, type, and item) associated with the keyword is auto-generated and the automatic assignment process is initiated.

6.2.3.5.3
Help Desk Application

The following sections describe and define the Help Desk Application.

6.2.3.5.3.1

Case Submission

There are five points of entry in which new service requests are submitted to the Help Desk.  The methods include telephone, manual fax, messaging, ARWeb and auto-generated trouble tickets via ARS Plus Module.

a. The telephone is used for service requests that require immediate interaction with help desk support staff.

b. Manual fax is used primarily as a vehicle to submit forms or any other hard copy materials that may be required to archive.

c. ARWeb is used by DTFMs, to submit service requests and for administrative activities.

d. Messaging is an alternative to the telephone and ARWeb.

e. ARS Plus generates Tivoli alert trouble tickets that are automatically opened in Remedy Help Desk as a case.

These methods are illustrated in Figure 6.2.3.4-1 Service Points of Entry and Data Flow diagram.

Table 6.2.3.5.3.1-1 describes the roles and responsibilities of each team within the TAC that will handle help desk cases.

Table 6.2.3.5.3.1-1:  Roles and Responsibilities

	ROLE
	RESPONSIBILITY

	Digital Training Facilities Managers (Tier 0)
	Basic system diagnostics will be performed as required in coordination with Tier 1.  All problem and informational requests are reported to TADLP Help Desk.

	Technical Support Specialist   (Tier 1)
	Tier 1 provides support to DTFMs, students, instructors, vendors and testers.  These services include helping resolve problems and implementing change requests to help support and enhance the organization’s infrastructure.  To accomplish this, Help Desk support staff members work with Help Desk cases and change requests.  When a person or group is assigned to a Help Desk case or a change request, that person or group accepts responsibility for the Help Desk case or change request until it is either resolved or reassigned.

Tier 1 uses Asset Management to view assets for problem diagnosis and relating assets to specific Help Desk cases.  The Asset Manager is responsible for asset changes and additions.

	Operations Specialist 

(Tier 2)
	Generally, Tier 2 performs at a senior level and has a specialized skill set.  Service requests are assigned to a team of Operations Specialists as a group or to a specific person based on a specific skill set.

Tier 2 uses Asset configuration information to help diagnose and troubleshoot problems. 

	Core Services

(Tier 2)
	Core Services includes support staff that specializes in network operations.

Tier 2 (OSs) will transfer complex network-related cases to Core Services if the case cannot be resolved to meet the Service Level Standards.  

	Collaboration

(Tier 2)
	Collaboration includes support staff that specializes in messaging.

Tier 2 (OSs) will transfer complex messaging cases to Collaboration if the case cannot be resolved to meet the Service Level Standards.  

	System Engineering

(Tier 3)
	Tier 3 handles all service requests relating to Tivoli Enterprise Management, Remedy System and Exchange.

Issues that cannot be resolved by the first two tiers will also be transferred to Tier 3.

	Help Desk Manager
	The Help Desk Manager oversees the operation of the Help Desk organization.  This includes performing daily management activities (such as handling escalations and approving solutions) and tracking performance measurements related to TADLP service level standards. 

(The Help Desk Manager is assigned to each support group for notification purposes.  Cases will be escalated to the Help Desk Manager if they are not responded to within the predefined time periods to meet service level standards.)


6.2.3.5.3.2 
Group and Individual Assignments

Support staff groups and members are automatically assigned to work on Help Desk cases, based on availability and skill sets defined in the configuration process.

6.2.3.5.3.3

Help Desk Settings

The Help Desk Settings form has four definitions:

a. Auto-close Days – The number of days a help desk case will remain in the Resolved state before the status is automatically set to Close.  This has been configured to reflect 5 days for TADLP Help Desk.  A weekly report is generated to review all cases that were auto-closed.  The respective DTFM will be contacted to ensure that the problem was resolved.

b. Set Arrival Time – Specify when the arrival time field is set, either when the new case form is opened (On Open) or when the new case is sent (On Send).  The Arrive time has been set to reflect On Open to start the clock when the new case form is opened.

c. Business Hours Selection – Either Company Hours or Assignee Hours can be set to calculate times associated with help desk cases (e.g., escalations and time to resolve).  TADLP has been configured to use Company Hours. 

d. Business Hours Tag – Company Business Hours name was selected for this Tag.  This will change when the Help Desk goes to 24x7 hours.

6.2.3.5.3.4
Help Desk Escalations

The Help Desk Escalations configuration form enables the modification of the predefined escalations supplied with the Remedy Help Desk application.  The Escalation is selected from a table by using the Select Escalation to Modify button.  Once selected, a Time To Escalate and a Units field (i.e., days, hours and minutes) are completed.

Escalations are intended to enable effective and timely case resolution and prevent service requests from being overlooked.  The number of cases that satisfy this condition should be relatively low and represent the exception rather than the rule.

Remedy utilizes two methods of escalations:

a. Time-based  - Intended to capture cases that have remained in a particular state beyond a specified period of time.

b. Event-driven  - Designed to trigger immediately when a pre-defined condition is met. 

When the escalation criteria are met, workflow performs one or more actions.  Some examples include:

a. Sending notification to the appropriate group or individual

b. Case reassignment

c. Priority changes

d. Management reporting

The predefined escalations were modified to meet TADLP Service Level Standards, as reflected in Table 6.2.3.5.3.4-1
Table 6.2.3.5.3.4-1:  Help Desk Escalations

	INSTALLATION SETTINGS
	REVISED SETTINGS
	TIER 1
	TIER 2
	TIER 3
	EXAMPLES

	High Priority
	Urgent/

Emergency
	15 Min
	15 Min
	15 Min
	Multiple Locations or Classroom Down

	Medium Priority
	Routine 
	30 Min
	30 Min
	30 Min
	Individual Workstation Down

	Low Priority
	Low/

Informational/Enhancement
	24 Hrs
	24 Hrs
	24 Hrs
	Non-critical, Informational, or Enhancement

	Group High
	Urgent/

Emergency
	15 Min
	15 Min
	15 Min
	Multiple Locations or Classroom Down

	Group Medium
	Routine 
	30 Min
	30 Min
	30 Min
	Individual Workstation Down

	Group Low
	Low/

Informational/Enhancement
	24 Hrs
	24 Hrs
	24 Hrs
	Non-critical, Informational, or Enhancement


Reference the Service Level Standards table in Appendix B for process details.

6.2.3.5.3.3
Duplicate Cases

By identifying cases as duplicates, they are worked as a single case and a single resolution is applied.  Support staff can save time and report accurately on multiple instances of a single problem through duplicate case association.

The help desk could receive numerous calls from different DTFMs about a problem.  In some situations, there is really one problem to be isolated and one resolution.

6.2.3.5.3.4
Relating Cases

Help desk cases may affect or be affected by assets and change requests.  Within Remedy Help Desk, relationships between cases, assets and change requests are established.  For example, several help desk cases have been submitted for insufficient memory affecting facility workstations.  A change request has already been created to upgrade workstation memory.  The help desk cases are related to the change request.  The assets are affected and related to the change request for the memory upgrade. 

a. Relating help desk cases to other help desk cases—When working with a help desk case, related cases are created.  A set of related cases result from many issues reported to the help desk by one requester at one time.  A set of related cases can also result from a single problem that encompasses several issues, which span multiple, second-level support tiers.

b. Relating help desk cases to change requests—When working with a help desk case, it may be necessary to work with a related change request.  For example, if a change request for a server upgrade results in connection problems for the people affected by the change, their help desk cases are related to the server upgrade change request as the case is opened.

c. Relating help desk cases to assets—When working with a help desk case, it may be necessary to work with a related asset record.  For example, when working on a help desk case involving a monitor, another monitor may need to be assigned on a temporary basis.  The help desk case would then be related to the monitor to supplement the asset’s service record.
6.2.3.5.3.5
Request Case Reassignments

Support staff groups or members can ask that requests assigned to them be reassigned.  When a case is marked for reassignment to a staff member in the same group, it is automatically forwarded to the Help Desk Manager for approval.  The Help Desk manager has the capability of reassigning the case or denying the reassignment and returning the case to the original assignee.

6.2.3.5.3.6
Customer Summaries (Quick Calls)

Quick calls promote standardization and increase the level of data integrity by limiting the entry of ad-hoc text in the help desk case.  The following templates containing predefined categories, types, items, and descriptions have been created for repetitive tasks or frequently requested services:

	Module
	Summary

	Help Desk Cases
	Boot error

	Help Desk Cases
	Carpet coming up

	Help Desk Cases
	CD-ROM drive cannot be accessed

	Help Desk Cases
	Ceiling tiles discolored

	Help Desk Cases
	Chair broken

	Help Desk Cases
	Internet access not available

	Help Desk Cases
	Keyboard keys sticking

	Help Desk Cases
	Lamination peeling

	Help Desk Cases
	Light bulb needs to be replaced

	Help Desk Cases
	Log on does not work

	Help Desk Cases
	Mouse is erratic

	Help Desk Cases
	Power to CPU is out

	Help Desk Cases
	Printer is out of ink


Reference the Help Desk Operations Guide for Defining Customer Summaries Process Details.

6.2.3.5.3.7
Solutions Database

The solutions database, within the Help Desk application, is a knowledge repository for solutions related to TADLP-specific problems or information requests.  Information within the solutions database is accessed through the use of key word or group text searches.

An analysis of help desk cases provides the data needed to determine the priority and urgency of new knowledge content development.

Solutions are drafted, reviewed, revised, and released into “production” based on demand.  Population of the solutions database will occur over time as the program matures.

Reference the Life Cycle of a Case diagram in Appendix B for process details.

6.2.3.5.3.8
Customer Satisfaction Surveys

A customer satisfaction survey is distributed to customers of TADLP Help Desk via Remedy.  The returned results of this survey are analyzed and used in conjunction with performance metrics to identify potential areas for improvement and/or process enhancement.

The criteria for conducting surveys and the questions asked will undergo change on a regular basis.  The help desk will employ a variety of techniques and methods for conducting surveys.

Reference the Help Desk Operations Guide for information on how to conduct customer satisfaction surveys.

6.2.3.5.4

ARWeb

ARWeb is the intranet entry point into the Remedy system.  It provides DTFMs 24x7 access via the Internet Explorer Web browser.

DTFMs use ARWeb to submit service requests.  ARWeb is also used as a method for submitting administrative information regarding facility usage and asset inventory.

Information is secure through AR System access control, TADLP firewall, Web server password protection, and Encryption Encapsulation Device (EED).

Figure 6.2.3.5.4-1 presents the ARWeb Architect.

Figure 6.2.3.5.4-1:  ARWeb Architect
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6.2.3.5.4.1
ARWeb Access

ARWeb stores each user’s login information in an encrypted session file specified on the General Settings screen in the ARWeb Remedy Administrator.

ARWeb utilizes the same secure password sessions as a regular user session using the standard Remedy client software.

When a user supplies the necessary information on the Login screen and clicks the Login button, ARWeb receives this login information from the Web server and uses it to process the form file useserver.for, within which meta-HTML commands create form lists for search and submit.

As with the Login screen, ARWeb then passes HTML to the Web server, which in turn displays the form list in the Web browser.  When a user selects a form from the list and clicks the Search or Submit button, ARWeb receives the form name and action.

TADLP Web Help Desk Welcome Page is automatically launched when a DTFM opens their web browser.  The URL is http://eeus1522encca0.

6.2.3.5.4.2
Site Structure

Figure 6.2.3.5.4.2-1 presents the ARWeb Tree Structure for TADLP Implementation.

Figure 6.2.3.5.4.2-1:  ARWeb Tree Structure for TADLP Implementation

“Welcome Page” URL: http://eeus1522encca0

|


|------- ------- Help Desk Service Requests


|

|


|

------ Submit a New Case


|

|


|

------ Query Existing Cases


|


|


|


------ Retrieve Individual Case Details


|



|


|


------ Modify Individual Case


|


|

-------------- Student Registration


|

|


|

------ Submit a New Student Registration Form


|

|


|

------ Query Student Registration Database


|


|


|


------ Retrieve Individual Registration Details


|


|


|


------ Request to Modify Individual Registration


|


------------- Facility Usage 


|

|


|

------ Submit Facility Usage Data


|

|


|

------ Query Facility Usage Database


|


|


|


------ Retrieve Individual Usage Report Details


|


|


|


------ Request to Modify Individual Report


|


|



------------- DTF Asset Inventory Updates


|

|


|

------ Submit Asset Changes


|

|


|


|



|


------ Retrieve Individual Asset Inventory Report Details


|


|


|


------ Request to Modify Individual Report 


|

6.2.3.5.4.3
Help Desk Service Request

DTFMs have read and write capability.  (Note: In order to do this, the Action Request Server has the Submitter-Mode set to lock.)

Through ARWeb, DTFMs can:

a. Enter new cases

b. Query existing cases

c. Update open cases

d. Close cases after resolution

When a service request is submitted via ARWeb, it is automatically directed to the Tier 1 work queue.  The incoming case contains ARWeb in the category, type, and item fields.  (Tier 1 determines which category, type, and item should be applied.)  When Tier 1 acknowledges the ARWeb case, the category, type, and item fields are modified to reflect the nature of the request.

Additional input fields exist to capture required date and time stamps for equipment repairs.  Some or all of the following date and time stamp fields are entered for every equipment repair case:

a. Item Down

b. Item Noticed Down

c. Item Reported Down

d. Vendor Response

e. Vendor Resolution

f. DTFM Starts Repair

g. DTFM Completes Repair

Additionally, it may be necessary for the DTFM to enter date and time stamps if a student is interrupted as a result of the failure.  These required date and time stamp fields include:

a. Student training interrupted

b. Training interruption reported

c. Student training resumed

DTFMs can only access case history information that is specific to their site.

Reference the Help Desk Operations Guide for ARWeb Case process details.

Student Registration

ARWeb is used by DTFMs to process individual student registrations.  (Note:  DTFMs may send a manual fax if there is a listing of students that need new accounts.)

When a student registration is submitted or modified via ARWeb, the data is entered into the SQL 7.0 database and a case is automatically queued to the Tier 1 work group.  The incoming case contains IT Services in the Category field, Account Administration in the Type field, and NT Account in the Item field.

Tier 1 accepts and processes the case.

Reference the Student Registration diagram in Appendix B for process details.

Facility Usage

ARWeb is the only method used by DTFMs to submit facility usage data.

When a facility usage report is submitted or modified via ARWeb, the data is entered into the SQL 7.0 database and a notification is automatically sent to a TADLP Manager.  The incoming case contains Facilities in the Category field, Usage in the Type field, and All in the Item field.

TADLP Manager generates Facility Usage Reports based on the data submitted by the DTFMs.

DTF Asset Inventory Updates

Initial site surveys require that a detailed asset inventory be performed and documented in an Excel spreadsheet.  This spreadsheet is sent via email to the Asset Manager and the items are entered into Asset Management.

ARWeb is the primary method used by DTFMs to submit asset inventory changes to existing DTFs.

When an asset inventory change is submitted via ARWeb, a notification is sent to the Asset Manager’s work queue.  The incoming case contains ARWeb in the category, type, and item fields.  The Asset Manager determines which Category, Type, and Item it affects.  The Asset Manager updates the asset in Asset Management.

Reference the Facility and Equipment Service Request diagrams in Appendix B for process details.

6.2.3.5.5
ARS Plus Module

Tivoli NetView is used to monitor TADLP network devices.  When Tivoli Enterprise Console (TEC) receives fatal and critical alarms, they are considered “events” and are forwarded to Remedy Help Desk via the ARS Plus Module.

TEC correlates events to avoid duplication of problem records.  A trouble ticket record is passed to Remedy.  Once a trouble ticket is received and accepted in Remedy Help Desk, a case is automatically generated and placed in the Tier 1 group queue.  Acknowledgement data is passed back to Tivoli via ARS Plus so the event can be closed in Tivoli.

The new Help Desk case contains a category, type, and item of Tivoli.  At the time the Tier 1 TSS opens the case, the category, type, and item is changed to reflect the appropriate condition.  Appropriate action is then taken.  The Remedy TT form is used as an interim form to collect the event details.

The Tivoli-TT form is shown below in Figure 6.2.3.5.5-1.

Figure 6.2.3.5.5-1:  Tivoli-TT Form
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The Remedy/Tivoli integration includes a filter (HPD:Tiv2Rem) developed to push fields from the Tivoli-TT form, presented in Figure 6.2.3.5.5-1, to the Help Desk form, where it can then be accessed and worked as a Help Desk case.  This filter includes both Push Fields and Set Fields actions.

The Push Fields Action field names and values are listed in Table 6.2.3.5.5-2 below.

Table 6.2.3.5.5-2:  Field Name and Values

	FIELD NAME
	VALUE
	COMMENT

	Server Name
	eeus1522enccab
	Remedy server name

	Push Value To
	HPD:HelpDesk
	Help Desk form

	Push Field If
	(( $EventID$ + $Event Class$) + $Event Origin$) = $NULL$
	Evaluate the Tivoli defined event ID + event class + event origin to perform next two steps.

	If No Requests Match
	Create a New Request
	If the above step finds no match, create a Help Desk request and push fields listed below.

	If Any Requests Match
	Take No Action
	If step 3 finds no match, take no action.

	Field Names (in Help Desk Form)
	Values (in Tivoli TT form)
	Begins the command to push the values from Tivoli TT form to Help Desk form for the following fields and values.

	Type
	“Tivoli”
	Category Type = Tivoli

	Summary
	$Problem Abstract$ and $Hostname$
	The Problem Abstract becomes the Summary.

	Submitted By
	$Submitter$
	The Submitter will be Tivoli

	Status
	New
	A new case is being generated.

	Source
	Tivoli
	The source of the case is from Tivoli.

	Requester Name+
	“Tivoli Application”
	The Requester is Tivoli Application

	Requester Login Name+
	“Tivoli”
	Tivoli is the login name

	Priority
	Urgent
	All Tivoli cases are set to Urgent priority.

	Item
	“Tivoli”
	The Category Item is Tivoli

	Description
	$Full Description$, $Severity$, $Eventid$, $Eventclass$
	The full description in Tivoli is placed in the Description field of Help Desk

	Create Time
	$Create date$
	Tivoli TT create date becomes the Help Desk ticket create time.

	Category
	“Tivoli”
	The Category is Tivoli

	Case Type
	Problem
	The Case Type is Problem

	Assigned to Group
	“Technical Support”
	The Ticket will be assigned to the technical support group


Trouble tickets enter Remedy with the category, type, and item values of Tivoli.  The support staff edits these cases to reflect the appropriate categorizations so that assignments are made to the appropriate group or individual.

Reference the Event Correlation diagram in Appendix B for the detailed process flow.

6.2.3.5.6
ServiceWare Knowledge Paks

The ServiceWare Desktop Suite Knowledge Paks are installed on the Remedy application server (eeus1522enccab) and accessed from the help desk case form solution tab.

The Knowledge Paks include a comprehensive collection of knowledge content for desktop/server products, designed specifically for Tier 1 and 2 support staff.  The Knowledge Paks listed below were installed:

a. Internet Connectivity 3.0

b. Internet Connectivity 4.0

c. MS-DOS 6.2 and 7.0

d. Microsoft Access 97 and 2000

e. Microsoft Excel 97 and 2000

f. Microsoft Exchange Server 5.5

g. Microsoft Internet Explorer 5.0

h. Microsoft Office Professional 97 and 2000 Suites

i. Microsoft Outlook 98 and 2000

j. Microsoft PowerPoint 97 and 2000

k. Microsoft Project 98

l. Microsoft Windows 98

m. Microsoft Windows NT Workstation 4.0

n. Microsoft Windows NT Server 4.0

o. Microsoft Word 97 and 2000

p. PC System Diagnostics for Windows 98

q. PC System Diagnostics for Windows NT 4.0

r. Printer Diagnostics 1.0

6.2.3.5.7

Crystal Reports

Crystal Report Viewer is installed on the Remedy application server (eeus1522enccab).

In addition to the library of standard reports that are available through the report selection on the Remedy client menu bar, a pull down menu for custom reports was designed and appears on the Remedy Service Console.  The following custom reports are available:

a. % of Resolved Cases per Month

b. Case Breakdown by Category (HW-SW Class)

c. Case Breakdown by Tier

d. Case Aging Summary per Month

e. Total Open Cases

f. Total Cases Resolved per Month

g. Average Time to Resolve

Crystal Report Writer contains a Web component and was installed on the ARWeb server (eeus1522encca0).  As the program matures, reports will be developed and available through the intranet.

6.2.3.5.8
Asset Management Application

The Remedy Asset Management application is an enhancement to the Remedy Action Request (AR) System and replaces the standard features of the Asset Inventory module within the Help Desk application.  It provides TADLP with the ability to categorize, track, and manage enterprise assets and their changing relationships throughout the entire asset life cycle.

Remedy Asset Management works in conjunction with the Remedy AR System and seamlessly integrates with Remedy Help Desk and Remedy Change Management to enable asset inventory items to be easily associated with help desk cases and change requests.

Reference the Facility and Equipment Service Request diagrams in Appendix B for process details.

6.2.3.5.8.1
One Time Data Loads

The process of populating the Remedy Asset Management database will be part manual and part automated.  The automated part of the data “load” will consist of importing data from Microsoft Access and Excel databases that have been created and maintained by various persons.  All Asset information will be saved to the Remedy database in Microsoft SQL Server 7.0.

6.2.3.5.8.2
Tivoli to Remedy Data Loads

The Tivoli Inventory Collection application is used to update asset information in Remedy Asset Management.  Tivoli uses a Discovery process which probes servers and workstations on the network to discover component-level hardware details (e.g., Processor, Hard Drive, Keyboard, and other hardware).  The Tivoli Discovery process also probes for software that has been installed.  All this information is consolidated into the Tivoli Inventory Microsoft SQL Server 6.5 database.

The integration of data from Tivoli Inventory into Remedy Asset Management is performed periodically.  Scripts are used to import and scrub the inventory collected from Tivoli prior to entry into the Remedy Main and Component asset tables.  A manual “acceptance” process allows the Asset Manager to accept or reject asset updates.  Assets are rejected when a “non match” condition exists.  This is further investigated and resolved.

Reference the Help Desk Admin Guide for detailed asset integration scripts.

Figure 7.2.3.5.8.2-1 presents the Tivoli to Remedy Data Load Design.

Figure 7.2.3.5.8.2-1:  Tivoli to Remedy Data Load Design
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The following tables depict the field mappings used to import Tivoli data from inventory collection.

Table 6.2.3.5.8.2-2:  Tivoli to Remedy Field Mappings

	Field (Tivoli)
	
	Remedy Form
	Form Tab
	Field (Remedy)
	TADLP Add

(( Indicates a previous field) 

	
	
	
	
	
	

	Hostname
	
	(unused)
	(unused)
	(unused)
	(

	
	
	
	
	
	(

	Hostname (Upper)
	
	AST:IP Address Management
	Main Tab
	Asset ID+
	(

	IP Address
	
	AST:IP Address Management
	Main Tab
	IP Address
	(

	MAC Address
	
	AST:IP Address Management
	General Tab
	MAC Address
	(

	
	
	
	
	
	(

	Bios Manufacturer
	
	AST:Server
	General Tab
	Bios
	(

	Bios Model
	
	AST:Server
	General Tab
	Processor
	(

	Booted OS Name
	
	AST:Server
	General Tab
	Operating System(s)
	(

	Booted OS Version
	
	AST:Server
	General Tab
	OS Version(s)
	(

	Computer Architecture
	
	AST:Server
	General Tab
	Computer Architecture
	TADLP add

	Hardware System
	
	AST:Server
	General Tab
	Boot Server Name
	(

	NT Service Pack
	
	AST:Server
	General Tab
	Patch Level
	(

	Physical Memory KB
	
	AST:Server
	General Tab
	Total RAM
	(

	Hostname (Upper)
	
	AST:Server
	Main Tab
	Asset ID
	(

	Bios Date
	
	AST:Server
	Tivoli Details Tab
	Bios Date
	TADLP add

	Bios ID Bytes
	
	AST:Server
	Tivoli Details Tab
	Bios ID Bytes
	TADLP add

	Bios String
	
	AST:Server
	Tivoli Details Tab
	Bios String
	TADLP add

	Hardware System ID
	
	AST:Server
	Tivoli Details Tab
	Hardware System ID
	TADLP add

	HW Manufacturer
	
	AST:Server
	Tivoli Details Tab
	HW Manufacturer
	TADLP add

	Manufacturer Name
	
	AST:Server
	Tivoli Details Tab
	Manufacturer Name
	TADLP add

	NT Current Build
	
	AST:Server
	Tivoli Details Tab
	NT Current Build
	TADLP add

	NT Current Type
	
	AST:Server
	Tivoli Details Tab
	NT Current Type
	TADLP add

	NT Current Version
	
	AST:Server
	Tivoli Details Tab
	NT Current Version
	TADLP add

	NT Install Date
	
	AST:Server
	Tivoli Details Tab
	NT Install Date
	TADLP add

	NT System Root
	
	AST:Server
	Tivoli Details Tab
	NT System Root
	TADLP add

	
	
	
	
	
	(

	Bios Manufacturer
	
	AST:Workstation
	General Tab
	Bios
	(

	Bios Model
	
	AST:Workstation
	General Tab
	Processor
	(

	Booted OS Name
	
	AST:Workstation
	General Tab
	Operating System(s)
	(

	Booted OS Version
	
	AST:Workstation
	General Tab
	OS Version(s)
	(

	Computer Architecture
	
	AST:Workstation
	General Tab
	Computer Architecture
	TADLP add

	Hardware System
	
	AST:Workstation
	General Tab
	Boot Server Name
	(

	NT Service Pack
	
	AST:Workstation
	General Tab
	Patch Level
	(

	Physical Memory KB
	
	AST:Workstation
	General Tab
	Total RAM
	(

	Hostname (Upper)
	
	AST:Workstation
	Main Tab
	Asset ID
	(

	Bios Date
	
	AST:Workstation
	Tivoli Details Tab
	Bios Date
	TADLP add

	Bios ID Bytes
	
	AST:Workstation
	Tivoli Details Tab
	Bios ID Bytes
	TADLP add

	Bios String
	
	AST:Workstation
	Tivoli Details Tab
	Bios String
	TADLP add

	Hardware System ID
	
	AST:Workstation
	Tivoli Details Tab
	Hardware System ID
	TADLP add

	HW Manufacturer
	
	AST:Workstation
	Tivoli Details Tab
	HW Manufacturer
	TADLP add

	Manufacturer Name
	
	AST:Workstation
	Tivoli Details Tab
	Manufacturer Name
	TADLP add

	NT Current Build
	
	AST:Workstation
	Tivoli Details Tab
	NT Current Build
	TADLP add

	NT Current Type
	
	AST:Workstation
	Tivoli Details Tab
	NT Current Type
	TADLP add

	NT Current Version
	
	AST:Workstation
	Tivoli Details Tab
	NT Current Version
	TADLP add

	NT Install Date
	
	AST:Workstation
	Tivoli Details Tab
	NT Install Date
	TADLP add

	NT System Root
	
	AST:Workstation
	Tivoli Details Tab
	NT System Root
	TADLP add


	Field (Tivoli)
	
	Remedy Form
	Form Tab
	Field (Remedy)
	TADLP Add

(( Indicates a previous field)

	HostName
	
	AST:Component
	Component Details
	Main Asset ID+
	(

	ComponentType
	
	AST:Component
	Tivoli Specific
	ComponentType
	TADLP add

	ConfigChangeType
	
	AST:Component
	Tivoli Specific
	ConfigChangeType
	TADLP add

	ConfigChangeTime
	
	AST:Component
	Tivoli Specific
	ConfigChangeTime
	TADLP add

	Manufacturer_Name
	
	AST:Component
	General
	Mfg Name+
	(

	Model
	
	AST:Component
	Component Details
	Model
	TADLP add

	PORT_BaseAddress
	
	AST:Component
	Tivoli Specific
	PORT BaseAddress
	TADLP add

	PORT_Type
	
	AST:Component
	Tivoli Specific
	PORT Type
	TADLP add

	PORT_Number
	
	AST:Component
	Tivoli Specific
	PORT Number
	TADLP add

	HD_SerialNumber
	
	AST:Component
	Component Details
	HD SerialNumber
	TADLP add

	HD_Size
	
	AST:Component
	Component Details
	HD Size
	TADLP add

	HD_Access_Speed
	
	AST:Component
	Component Details
	HD Access Speed
	TADLP add

	HD_Seek_Time
	
	AST:Component
	Component Details
	HD Seek Time
	TADLP add

	HD_Heads
	
	AST:Component
	Component Details
	HD Heads
	TADLP add

	HD_Sectors
	
	AST:Component
	Component Details
	HD Sectors
	TADLP add

	HD_Cylinders
	
	AST:Component
	Component Details
	HD Cylinders
	TADLP add

	FD_Type
	
	AST:Component
	Component Details
	FD Type
	TADLP add

	MOUSE_Buttons
	
	AST:Component
	Component Details
	MOUSE Buttons
	TADLP add

	MOUSE_Driver_Version
	
	AST:Component
	Component Details
	MOUSE Driver Version
	TADLP add

	MOUSE_Interrupt_Line
	
	AST:Component
	Component Details
	MOUSE Interrupt Line
	TADLP add

	MON_Size
	
	AST:Component
	Component Details
	Monitor Size
	TADLP add

	CARD_Type
	
	AST:Component
	Component Details
	CARD Type
	TADLP add

	CARD_Video_Bios
	
	AST:Component
	Component Details
	CARD Video Bios
	TADLP add

	CARD_DAC_Type
	
	AST:Component
	Component Details
	CARD DAC Type
	TADLP add

	CARD_Memory
	
	AST:Component
	Component Details
	CARD Memory
	TADLP add

	CARD_Resolution
	
	AST:Component
	Component Details
	CARD Resolution
	TADLP add

	CARD_Colors
	
	AST:Component
	Component Details
	CARD Colors
	TADLP add

	CARD_BIOS_Reldate
	
	AST:Component
	Component Details
	CARD BIOS Reldate
	TADLP add

	Category
	
	AST:Component
	Component Details
	Category
	(

	Type
	
	AST:Component
	Component Details
	Type
	(

	Item
	
	AST:Component
	Component Details
	Item
	(


Reference Database Consideration in Appendix A for data definitions and relationships.

6.2.3.5.9
Change Management Application

The Remedy Change Management application is an enhancement to the Remedy Action Request (AR) System and supplements the standard features of the Change Tasking module within the Help Desk application.  It provides TADLP with the ability to enter, document, track, submit for approval, and respond to the requests of users for configuration changes (i.e., additions, deletions, and modifications) of the TAC, RTACs, sites, and DTFs.  Change requests are associated with help desk cases and asset inventory items.

The Remedy Change Management application is used to automate the implementation process by facilitating task planning, assignment and escalation notifications to task implementers, and tracking.

Indications of a need for a change request include: 

· Customer requirement

· Process change

· Hardware change due to upgrade, lease expiration, migration, etc.

· Software change due to new rollout, upgrade or maintenance change

· Fix or patch installation

Support staff assigned within Remedy to a change request create tasks that define the specific activities of the change request.  Action Officers create task templates that store predefined tasks for commonly performed change requests.  These tasks are tracked and monitored separately from the change request, but the overall change request monitors the progress of the tasks.

Predefined Summaries have been established through the Configuration Manager tool.  These summaries include:

· Upgrade Memory (Category = Hardware, Type = Workstation, Item = Pentium 266)

· Upgrade Microsoft Office (Category = Software, Type = Microsoft, Item = Office 2000)

When a predefined summary is used, the submitter has the capability of updating the Summary, Description, Category, Type, and Item fields to meet the requirements of the change request.  As the change management function continues to develop, additional summaries will be predefined.

Frequently used change tasks are also predefined through the Configuration Manager tool.  Two templates have been created and more will be added as TADLP Change Management role is further expanded.  The two templates that exist indicate steps used in the upgrade of memory and software.  The template configuration includes the name of the template, summary, and a list of tasks that must be performed.  It is also tied to the categorization tables.  These templates are used by Change Supervisors from the CHG:Change form to simplify creation of the tasks contained in the templates.

Reference the Change Process in Appendix B for process details.

6.2.3.5.9.1
Change Tasking Module Features

The Change Tasking module within the Help Desk Application provides support staff with the following capabilities:

a. Change tasking – Action Officers assigned to a change request create tasks that define the activities of the change request.  These tasks are tracked and monitored separately from the change request, but the overall change request monitors the progress of the tasks.

b. Creating predefined tasks – Action Officers use predefined templates of predefined tasks for commonly performed change requests.

c. Scheduling for tasks – Tasks are planned in advance, yet implementers are not notified until their task is scheduled.

d. Tracking time spent on a change request or task – Task managers can review and summarize the amount of time spent working on each change request or task by monitoring the Actual Duration field.

e. Reminder messages – Help Desk support staff can define messages to be sent to groups or individuals at specific intervals over the life of a change request and associated tasks.

f. Escalations – Conditions for escalating change requests are checked on a regular basis and escalation actions are performed.  The Change Tasking module has four predefined escalations for urgent, high, medium and low priority change requests.

g. Group and individual assignments – Support groups or individuals are automatically assigned to work on change requests and tasks based on skill sets, as defined in Configuration Management.

6.2.3.5.9.2
Roles and Responsibilities

Table 6.2.3.5.9.2-1 describes the responsibilities of each TADLP group utilizing the Remedy Change Management system.

Table 6.2.3.5.9.2-1: Roles and Responsibilities

	Role
	Responsibility

	Digital Training Facilities Managers (Tier 0)
	DTFMs are the first line of support for students and instructors.  Basic system diagnostics are performed as required.  All problem and informational requests are reported to the TAC help desk.

Examples of the types of changes to be initiated at this level include:

Documentation

Workstation repairs (e.g., network cards)

Image updates

Hardware or software upgrades to an existing DTF.

	Technical Support Specialist (Tier 1)
	A key part of the support organization is the Tier 1 Technical Support Specialists.  This team provides services to (DTFMs), instructors, students, vendors, and testers.  These services include resolving problems and implementing change requests to support and enhance the organization’s infrastructure.  To accomplish this, support staff members work with help desk cases and change requests.  When a person or group is assigned to a help desk case or a change request, that person or group accepts responsibility for the help desk case or change request until it is either resolved or reassigned.

Examples of the types of changes to be initiated at this level include:

Intermittent or continual problems as a result of help desk case analysis.

	Operations Specialist 

(Tier 2)
	Operations Specialists are senior level staff with a specialized skill set. Requests are assigned to this team as a group or to a specific person based on skill set.

As this team works on help desk cases and change requests, they may require asset configuration information to help troubleshoot a problem.  Tivoli tools are used by the support staff to access configuration management information that enables them to resolve help desk cases and initiate change requests.

Examples of the types of changes to be initiated at this level include:

New hardware or software deployment / upgrades.

	Core Services

(Tier 3)
	Core Services includes Systems Engineers specializing in network administration, and security. 

Examples of the types of changes to be initiated at this level include:

Infrastructure expansion or network redesign / enhancements.

	Enterprise Management

(Tier 3)
	Tivoli Systems Management comprises the Enterprise Management level of Tier 3. 

Examples of the types of changes to be initiated at this level include:

New customer requirements.

	Help Desk Manager
	The Help Desk Manager oversees the operation of the Help Desk organization.  The manager analyzes reports on help desk cases, change requests and tasks.  These reports enable the manager to plan resources and identify trends in the types of cases, change requests, tasks, and assets that warrant further investigation.  The manager can also view reports based on customer satisfaction feedback on help desk cases and change requests.

Examples of the types of changes to be initiated at this level include:

Internal TAC equipment / tools.

	Asset Manager
	The Asset Manager is responsible for tracking, maintaining and reporting of all TADLP assets/configurations to include hardware and software

Examples of the types of changes to be initiated at this level include:

Changes resulting from the analysis performed on the Tivoli exception reports.

Changes resulting from the reconfiguration of a Digital Training Facility (DTF).

Changes resulting in the baseline of a DTF workstation.

	Action Officer
	When a Systems Engineer creates a change request, the request is automatically assigned to the appropriate action officer.  The action officer is responsible for accepting change requests, making assignments, and planning the change request.  Planning activities include identifying, creating, and assigning the task that must be performed to accomplish a change.  The action officer also takes the responsibility to close a task.  A change request is resolved when all of the tasks are closed and none are rejected or cancelled.  When all of the tasks related to a change request are closed, the requester is notified that the change is resolved.

	Task Implementers (Functional description of the role as defined in Remedy.)
	Task implementers are support staff members who perform the tasks associated with a change request. Each change task can be tracked and monitored separately from the other change tasks. When an action officer assigns change tasks, the change implementers can log their progress as they complete the task.


6.2.4
Performance Monitoring

Tivoli Enterprise software is an integral part of TADLP program.  Specific requirements have been identified for Tivoli to accomplish the following functions:

· Increasing reliability, performance and availability of Windows NT servers/workstations.

· Maximize Availability of TADLP applications, Hardware and Network Infrastructure and minimize single points of failure.

· Providing a Central Point of Enterprise management.

· Reducing complexity by standardization of architecture for all sites.

· Distribute processing to the local level wherever possible, thereby reducing Network Traffic over the NIPRNET.

· Providing an efficient way to inventory hardware and software.

· Providing the ability to remotely control a user's workstation.

· Providing the ability to remotely control an unattended server.

· Providing network monitoring and administration automation of administrative tasks.

TADLP Environment

TADLP Enterprise Systems Management project is implemented to monitor Windows NT 4.0 computers used in roles as servers, administrative, and classroom workstations.  The applications in the scope of TADLP's Enterprise Systems Management project include:

· Norton AntiVirus

· Microsoft Exchange

· Microsoft Outlook

· Microsoft SQL Server

· Axent

· Remedy
· Netview
· Cisco Works 2000
· Tivoli TME 10
TADLP Network Topology

LANs and a high-speed wide area network interconnect the facilities that comprise TADLP Wide Area Network.  The current LAN environment is primarily composed of Switched Ethernet segments.  Routers with bridging capabilities provide interconnect between the various media segments.  Each of the routers has at least one segment attached providing connections for server systems.

TADLP Management Requirements

Tivoli provides a cohesive management strategy for the Enterprise Systems Management at TADLP, including establishment of standards, procedures and policies.  This management strategy is executed across all platforms and applications.  The following assumptions are made:

· TADLP infrastructure will be managed as a total end to end system using the NIPRNET and post connections only as bandwidth 'pipes.’

· The physical infrastructure (building and campus wiring, and network electronic components) will be in place prior to start of implementation of the architecture components (servers, desktops).

· Post connectivity will be via Campus Area Networks (CAN) or Building Local Area Networks (BLAN) and wide area connections will be via NIPRNET.

· The Microsoft NT Operating System (or in the future, the Microsoft Windows 2000 Operating System with Active Directory Services) is to be employed throughout the structure.

Solution Requirements

Tivoli management software products grouped in this solution include the elements in Table 6.2.4-1.

Table 6.2.4-1:  TADLP Computing Resources Summary

	Function
	Products

	Framework
	Tivoli Management Framework

Tivoli Software Installation Service (SIS)

	Availability
	Tivoli Enterprise Console

Tivoli Distributed Monitoring

	Deployment
	Tivoli Software Distribution

Tivoli Inventory

	Network Management
	NetView

	
	Cisco Works

	
	NetFinity Manager

	Operations
	Tivoli Remote Control


Tivoli Management Framework

The Tivoli Management Framework provides the foundation for the core Tivoli applications.  The Framework defines Tivoli Administrators and sets the policy that determines the actions each Administrator can perform.

For TADLP, the basic requirement is for each Tivoli Administrator to have control over the resources for which they are responsible.  Each Tivoli Administrator has access to common profile definitions in order to avoid duplication of effort.  Creation of new profile objects are allowed for Tivoli Administrators who are responsible for maintaining the TMR and TEC servers.

Availability and Applications Management Requirements

One of the primary objectives is to provide a high level of support to the servers, applications and network, including the integration of any point products used to monitor machines, applications or the network in TADLP environment.  Distributed Monitoring includes a remote monitoring engine (sentry engine) that runs specific monitors, as determined by which monitoring profiles have been distributed to the Servers.  Typically, monitors are used for resources that can directly impact performance or availability, such as memory, disk space, network utilization and CPU utilization.  Distributed Monitoring is not normally used on workstations.

The Tivoli Enterprise Console (TEC) collects events that are sent from sentry engine monitors.  Rather than forward all events to TEC, specific events are chosen to be forwarded.  Forwarded events are events that require further automated or manual intervention to remedy a problem.

Tivoli NetView is used to monitor the availability of network resources and forward alarms as events to TEC.  Tivoli NetView is used to monitor network resources.

Deployment Requirements

The primary needs at TADLP for software distribution include maintenance of DTF workstations and software installation on administrative computers.  Installation of the OS will be done using ImageCast3.  New or update packages will be installed with Software Distribution.  Configuration files can be updated and sent with a FilePackage.  In addition, FilePackage blocks or Gateway defined packages can be used to store packages at the Gateway/Repeater level.  Tivoli Inventory scans Windows targets for hardware and software information, which is populated in an RDBMS.  Queries are then performed against the data repository to determine lists of targets for software distribution or for general reporting of software usage.  TADLP can use Tivoli Inventory to perform a software audit and determine if correct software is installed to proper workstations.  Versions of software packages, which are installed, can also be monitored.

Operations

Remote Control allows for the remote console take-over or viewing of Windows and NT targets.  The typical uses for Remote Control are remote configuration of NT servers and as a help desk tool for Windows and NT workstations.  Tivoli administrators can use Remote Control both for remote server configuration and DTF workstation administration.

6.2.4.1
Solution Design

This section describes the physical design of the Tivoli architecture for TADLP.  It provides information on the number and types of management components that will be required to build the physical solution.  It also addresses a logical design developed to run effectively on top of the physical design.

Base Physical Design

TADLP’s firewall, network topology, and the management system's performance goals are the primary determinants influencing the physical topology under which the Tivoli Management Environment (TME) is installed and configured to meet the system operational requirements.

In the discussions below, the complete heterogeneous management environment is referred to as the TME.  Primarily for performance reasons (and secondarily for scalability reasons), the TME is segmented into several Tivoli Management Regions (TMRs) with each being responsible for directly managing a different physical segment of the enterprise.  The physical topology is configured in an Enterprise/Regional TME architecture (as illustrated in Figure 6.2.4.1-1) which presents a layered TMR configuration.

Figure 6.2.4.1-1:  Layered TMR Configuration
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An Enterprise/Regional TMR hierarchy is required primarily for improving performance through localizing certain management functions.  As examples, local TMR servers help to improve performance when performing enterprise-wide inventory scans and they allow for the introduction of local TEC servers for special requirements.

TMR servers need not serve as the primary mode for achieving scalability, which is provided by the Endpoint Gateway.  Gateways will be installed throughout the environment to host endpoints.  Gateways will be assigned to Regional TMRs only in the TME Hierarchy.  To add managed systems to the environment, they will be hosted off of a gateway within a Regional TMR that is placed at the DTF level.

6.2.4.2
Product Placement

Table 6.2.4.2-1 details where each Tivoli software component is installed for the management servers.  All components are installed and maintained at the latest revision and patch levels, as appropriate.

Table 6.2.4.2-1:
  Management Software Installation Baseline – Tivoli Management Systems

	LOCATION
	ENTERPRISE
	REGION
	ENTERPRISE/REGION

	Server/Workstations
	TMR Server
	MN/TEC Server
	NetView Server
	TMR Server
	RDBMS Server
	Gateway
	Admin Desktop

	Tivoli Framework

	Framework/Managed Node
	(
	(
	(
	(
	(
	(
	

	Software Installation Service (SIS, SIS IR)
	(
	
	
	(
	
	
	

	Tivoli Management Agent (TMA)
	(
	(
	(
	(
	(
	(
	(

	Gateway Cache/LCF Repository
	(
	(
	(
	(
	
	(
	

	Admin Desktop
	(
	(
	(
	(
	(
	(
	

	Availability

	Distributed Monitoring
	(
	(
	
	(
	
	(
	

	Monitoring Collections
	(
	
	
	(
	
	
	

	Tivoli Enterprise Console Server
	
	(
	
	
	
	
	

	TEC Console
	
	(
	
	
	
	(
	

	TEC RIM Host
	
	(
	
	
	
	
	

	Tivoli Adapter Configuration Facility
	(
	(
	
	(
	
	(
	

	Tivoli Event Integration Facility
	
	(
	
	
	
	
	

	Tivoli NetView
	
	
	(
	
	
	
	

	ARS Plus Module
	(
	(
	
	(
	
	
	

	Deployment

	Software Distribution
	(
	(
	
	(
	
	(
	

	SD Gateway
	(
	(
	(
	(
	
	(
	

	SD Historical Database
	(
	
	
	(
	(
	
	

	Inventory
	(
	(
	
	(
	
	(
	

	Inventory Gateway
	(
	(
	(
	(
	
	(
	

	Inventory RIM Host
	(
	
	
	(
	(
	
	

	Operations

	Remote Control Target
	(
	(
	(
	(
	(
	(
	(

	Remote Control Server
	(
	(
	(
	(
	
	(
	

	Remote Control Controller
	(
	
	
	(
	
	(
	


TMR Servers

The TMR server is the focal point of the Tivoli Management Environment.  All managed resources are defined to a TMR server.  The TMR server acts as the central arbiter within the system’s management strategy that allows all of Tivoli management software to communicate and integrate with each other.  TMR servers can communicate with each other to share management related configuration data, commands, and resource status.

The physical architecture for Tivoli deployment at TADLP includes two types of TMR servers:  Enterprise TMR servers and Regional TMR servers.  An Enterprise TMR is two-way interconnected to 6 Regional TMRs.

For consistency, maintainability, ease of deployment, and ease of use, these two types of TMR servers will be installed with the same software base and will be of the same architecture type throughout TADLP worldwide enterprise.  Configuration options, logical designs, and mode of use will distinguish these two types of TMR servers (see Table 6.2.4.2-1:  Management Software Installation Baseline - Tivoli Management Systems).  Managed Nodes are capable of performing many of the same functions as the TMR.

Enterprise TMR

A single TMR Server is at the enterprise location.  The requirements for multiple Tivoli Management Servers are based on function rather than the size of the deployment.  A separate managed node is dedicated to TEC.  The TMR provides the rest of the Tivoli management capabilities.  By dividing the TEC functions into a separate managed node, there will be less of a performance load on the TMR in support of software distribution, inventory operations, and other enterprise-wide operations.  Figure 6.2.4.2-2 presents an operational distribution solution.

Figure 6.2.4.2-2:  Enterprise TEC/TMR Solution
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The design allows for adding additional TMR Servers to TADLP's environment.  This may become necessary as the network expands, the number of managed resources increases, and there is a corresponding increase in management responsibility.

Each TMR server can have managed nodes added to support additional administrator desktop login systems when required by TMR server loading.  The initial deployments however, use the TMR server for administrator desktop logins.

The NetView sever will be a managed node on the Enterprise TMR.  Enterprise TMR is two-way interconnected to the Regional TMR.  All Enterprise TMRs are two-way connected to the Regional TMRs, as well.

In order for this design to work, the following procedure will be followed:

· Register the Event Server resource on the Enterprise and Regional Management TMR Server using the entry:


wregister -i -r EventServer

To update the Event Server resource from the MN/TEC:

· Interconnect the TMR servers using a two-way connection.

· Update the EventServer and Task Library from the Management TMR server to forward events from the Management TMR to the TEC server.  Sharing the Task Library allows the TEC server to be managed from the Management TMR.

· Update the Task Library and Endpoint from the Enterprise TMR Server to execute tasks on remote nodes from the TEC Rule Base.  Create consoles from the Enterprise TMR server using the command line entry:


wcrtconsole @Administrator:Admin_Label

Regional TMR

Regional TMRs are the focal point for all management operations directed against endpoints in the environment.  Regional TMRs are configured to manage gateways to host endpoints, and to manage repeaters used to route traffic through the environment to the appropriate gateways.  Endpoints are managed by gateways created on managed nodes in the Regional TMR.

Special considerations are given to creating Regional TMRs that include a TEC engine.  This configuration is used to serve localized management functions that require an event view of the localized environment, but for which there is no need to share the events enterprise-wide.  This situation would be the case for a localized data center where all the managed endpoints reside within one Regional TMR and for which a special set of event monitors need to be created.

Enterprise TEC/Managed Node

Enterprise TEC/Managed Node will receive events from Distributed Monitoring Monitors and NetView.  The Tivoli Enterprise Console is the primary tool for implementing event management and automation within the Tivoli Management Environment.  The TEC rules allow TADLP to direct the processing of events as they arrive at the Event Console are found in the System Administrators Manual.

TEC receives events that adhere to a pre-defined data format.  These events are generated initially in this format by the agent sending the event.  TEC is used as a focal point for events received from NewView and Netfinity Manager, as well as directly from managed resources.

TEC servers may forward events to each other.  TADLP multi-TEC design allows for event filtering, automation, and consolidation at different points within the solution.

In TADLP environment, all sentry monitors and TEC adapter configuration profiles will originate from within the Enterprise TMR and will be pushed down through the Regional TMRs onto their respective endpoints.  When events trigger, the monitors and adapters will be configured to direct the event up through to the Enterprise Managed Node TEC Server directly without involving the Enterprise TMR.  This will reduce processing loads on the Enterprise TMR.

The Enterprise MN/TEC Server will be configured to run the SQL Server 6.5 database along with the TEC event server and event console on the same machines.  This configuration maintains the event data on the same machine as the event server.  Table 6.2.4.2-3 presents the Default TEC Actions.

Table 6.2.4.2-3:  Default TEC Actions

	TEC Event Severity
	Default Action

	Fatal
	Open a Trouble Ticket

	Critical
	Open a Trouble Ticket

	Minor
	Display on the TEC Console

	Warning
	Display on the TEC Console

	Harmless
	Display on the TEC Console


When events of a specific severity are received, predetermined actions will take place.

Managed Nodes

Tivoli Management Software is installed on systems used to manage other Tivoli Management clients.  A managed node maintains the client database and performs communication and security operations when communicating with other clients.

Certain Tivoli Version 3.6.1 managed resources require the use of a local server which currently must remain on a managed node.  Managed nodes hosting one of the following resources must remain managed nodes in Version 3.6.1:

· RIM (RDBMS Interface Module) host.

· Tivoli Enterprise Console (TEC) server or console.

· Tivoli Plus modules.

· Tivoli database modules.

· Tivoli Application Management modules.

· Source system for Tivoli Software Distribution.

· Tivoli Remote Control servers.

· Any system that runs Tivoli Software Installation Service (SIS).

Endpoint Manager

An Endpoint Manager establishes and maintains the relationship between an Endpoint and a Gateway and is automatically created on the TMR Server when the server is installed.  Although an Endpoint Manager's primary role is to assign an Endpoint to a Gateway when the Endpoint first logs in, if an Endpoint’s assigned Gateway stops responding to the Endpoint, the Endpoint Manager can assign the Endpoint to a new Gateway.

Endpoint Gateways

Endpoint gateways provide the management interface for managed endpoints.  Code for the Tivoli management software is installed on endpoint gateways during Tivoli installation.  Gateways also provide a repeater function for Software Distribution, Distributed Monitoring, and Inventory.  The gateway distributes packages from each of these Tivoli management products to the endpoints under its control.

Assigning endpoints to gateways is a critical portion of the solution design.  The "Site" Gateway will serve Endpoints located in the DTF.  TADLP can accommodate additional Gateway growth at the site for backup purposes.

Gateways will communicate to the Endpoints over port 9494 and the Endpoint will communicate with the Gateway over port 9495.  This will allow both gateway software services and endpoint software to run on the same system.  Endpoints will be assigned Gateways through the use of Endpoint Policy.  Endpoint Policy is a series of scripts that are executed at different intervals during the initial creation of an Endpoint.  The select_gateway_policy provides a mechanism to assign a list of Gateways to the Endpoint when it is being created.  The Endpoint uses the list to determine which Gateways to communicate through.  The Endpoint login sequence is depicted in Figure 6.2.4.2-4: - Endpoint login sequence.

Figure 6.2.4.2-4:  Endpoint Login Sequence
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Endpoints

All systems in the management environment will be managed as endpoints.  Endpoint software will be installed on all Enterprise TMRs, Enterprise MN/TEC, Gateways, Repeaters, and Managed Nodes configured in the system.  This allows consistent and uniform management of all systems in the enterprise.

Inventory RDBMS Configuration

TEC and Inventory require the installation of a relational database manager.  In order to support many different RDBMS products, Tivoli has implemented an independent database interface called RDBMS Interface Module (RIM).  The RDBMS configuration is provided in Figure 6.2.4.2-5.  RIM provides the Tivoli applications with a database-independent programming interface with which to interact.  The RIM handles all of the conversion work to interact with the appropriate database manager.

A database server running Microsoft SQL Server 6.5 will be used to store TEC and Inventory data.  Every TMR server will be configured to run SQLNet to connect to an instance of SQL Server 6.5 located on an Enterprise database server.

The Enterprise MN/TEC server will serve as the TEC RIM host.  The Enterprise TMR and Regional TMR servers will be configured as RIM hosts for forwarding Inventory data.  This will enable multiple regional TMRs to write Inventory data in parallel and allow multiple inventory scans to occur at the same time.  An Enterprise-wide view of the data will be obtained through this central database.

Figure 6.2.4.2-5:  RDBMS Configuration
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Endpoint Gateway Failover

Endpoint gateway failover is handled on the endpoint itself, by providing alternate gateways for endpoints.  In TADLP environment, the Regional TMR is being used as the failover gateway.

Physical Design Summary

The proposed physical design consists of several building blocks that go into the layered architecture.  For support and maintainability purposes, there will be a limited number of these building blocks.  These building blocks also facilitate the expansion of the environment.

The complete solution is illustrated in Figure 6.2.4.2-6, TME Overview Configuration.  There are six uniquely identified Tivoli resources associated with building a TME environment.  These Tivoli resources are:

· The Enterprise TMR

· The Enterprise MN/TEC

· The Regional TMR

· A Repeater (can only be a Managed Node)

· Endpoint Gateway (by default also a repeater)

· Endpoint

Each of these resources requires a special installation configuration.  A standardized rollout can be performed for the endpoints.

Figure 6.2.4.2-6:  TME Overview Configuration


[image: image17.wmf]Enterprise MN/TEC

Enterprise TMR

Netview Server

Managed Node

Endpoint Gateway

Endpoint Gateway

Endpoint Gateway

Endpoint

Endpoint

Endpoint

Endpoint

Endpoint

Tivoli Master

Inventory

Database

Region

TMR 1

Inventory

Data forwared through RIM

SQLNet

RIM VIew

Region

TMR 2

Inventory

Data forwared through RIM

Region

TMR N

Inventory

Data forwared through RIM

TEC Database

Data forwarded through

EventServer

Regional

MN/TEC

TEC Database

Data forwarded

through Event

Server


Physical Implementation

Server Specifications

Table 6.2.4.2-7:  Hardware Configurations for the Infrastructure Machines, contains the detailed information associated with the Tivoli infrastructure shown in Figure 6.2.4.2-6: TME Overview Configuration.

Table 6.4.5.2-7:  Hardware Configurations for the Infrastructure Machines

	#
	Hostname
	Make Model
	OS
	RAM
	Disk
	Function(s)

	1
	EEUS1522ENCCA1
	Netfinity
	NT4 sp5
	2GB
	20GB
	Enterprise TEC &

TEC RIM Host &

Inventory RIM Host

SQL Server 6.5

	2
	EEUS1522ENCCA4
	Netfinity
	NT4 sp5
	2GB
	20GB
	Enterprise TMR & Inventory RIM Host

	3
	1EUS1522ENCCA5
	Netfinity
	NT4 sp5
	2GB
	90GB
	Regional TMR

Endpoint Gateway

Inventory RIM Host

	4
	EEUS1522ENCCA6
	Netfinity
	NT4 sp5
	2GB
	20GB
	Enterprise NetView


Base Logical Design

The logical design for the Tivoli solution is mapping the policy regions, profile managers, task libraries, profiles and administrators into a cohesive management solution.  The logical design is the graphical representation of TADLP management environment.

Logical Naming Conventions

The Tivoli Management Architecture is based upon an object-oriented data model.  As such, each instance of an object type must be uniquely identifiable.  This is accomplished through naming.  The implication of this concept is that one must define managed objects with names that are unique within the enterprise.  This is extremely important to consider when defining the names for TCP/IP Hosts, Policies, Policy Regions, Profiles, and Profile Managers.

Profile Managers

tadlp_subscriber_pr policy region will only manage subscriber lists.  The only Managed Resource for this region is Profile Managers.  The Profile Managers in this region will serve a special purpose.  The Profile Managers located here are referred to as subscriber lists.  The only objects the Profile Managers contain are the subscribers.  The subscriber lists allow machines to be grouped into functional lists for the purpose of distributing profiles.

This is accomplished under the "tadlp_subscriber_pr" Policy Region.

Managed Nodes, Endpoints and Databases will always be subscribed to Profile Manager.  Managed Nodes and Databases will be subscribed to "classic" Profile Manager lists.  Endpoints will only be subscribed to "dataless" Profile Manager lists.  These "lists" should then be subscribed to application Profile Managers.  In other words, Managed Nodes, Endpoints and Databases will never be directly subscribed to any Profile Managers that are created in the Application Policy Region hierarchy.

Administrators

An Administrator desktop is a collection that provides the initial view when the GUI desktop tool is started.  Resources required by that Administrator are linked into the desktop to provide access.  The actions the Administrator can perform on those resources depend on the Administrators TMR rights and resource rights.  Administrative functions performed by a Tivoli Administrator are logged to the Tivoli Notice Group.

Availability and Applications

The following sections detail the availability and TADLP interfaces between Distributed Monitoring, TEC, and NetView.  Distributed Monitoring is the primary tool for providing proactive management of system resources.  Monitors are provided Distributed Monitoring and are deployed to the servers at TADLP.  Tivoli Monitors are used to collect data from their specified systems on a periodic basis.  This data can then be used to generate alerts as thresholds are met.

Data returned by a monitor is compared against threshold values for each response level and any combination of the following actions can be taken at each level.  The following actions are being utilized at TADLP:

(  Generate an entry in a Tivoli Notice Group.

(  Execute a Task (from a Tivoli Task Library).

(  Execute a script or program.

(  Generate a TEC event.

NetView will be used to filter all network-related events and selectively forward them to the TEC where they will be correlated with other events resulting in root-cause problem analysis.  From this analysis, a trouble ticket generated in Remedy and/or automatic remedial action can be taken.

Correlation

The two main sources of TEC events will be Tivoli NetView and Distributed Monitoring.  To ensure the most effective use of TEC, several steps will be taken to ensure the administrators do not become overwhelmed with event traffic.  In general, events that are sent to TEC will have a defined automated and/or manual resolution, such as:

· Correlate/Filter the events in Tivoli NetView

· Forward "root-cause" event to TEC

· Drop duplicate events

Some configuration and rule-writing guidelines, as well as suggestions, are followed to enhance TEC performance.  The TEC server configuration is optimized by setting TEC Server parameters with the following basic guidelines:

· Write a database query (SQL command) or report to examine the events in the tec_t_evt_rec_log table in the RDBMS. This will help tune the following TEC server parameters:

· Log reception of events – (default = yes).  Leave this turned on, at least until TEC is in production and running smoothly.  It will help during the development/testing stages of the deployment.

· Time to keep reception log information – (default = 24 hours).  This parameter is used by the task Clean_Database.  Leave it set to the default.

· Maximum number of event messages buffered in memory – (default = 500 events).  If you start to see the tec_t_evt_rec_log table fill up with events flagged as WAITING, then the Reception Engine's memory buffer is overflowing.  Try increasing the setting to 1000 events.  If overflow still occurs, you should check the rules engine to see if it is the bottleneck causing an accumulation of events in the Reception Engine's buffer.

· Event cache size – (default = 1000 events).  Leave this set to the default until you start to write enough rules that the following formula indicates a higher setting:

(Average # events per day) * (# days) = Event cache size, where # days is the maximum amount of time needed to have parsed events available for re-parsing (i.e., events that can be acted on by timers and the specifiers: all_instances, first_instance, all_duplicates and first_duplicate).

· Time to keep closed events in cache – (default = 24 hours).  Leave this set to the default.

· Time to keep non-closed events in cache – (default = 180 days).  Leave this set to the default.

· Time allowed for server initialization – (default = 300 seconds).  Leave this set to the default unless you begin to see the TEC initialization failing for no apparent reason.  If so, set it higher.

· Trace rules – (default = no).  Only turn this on for testing rules.  The default output file is /tmp/rules.trace.

Integration with Remedy ARS

AR System Plus for Tivoli provides the necessary integration with the Tivoli Management Environment including Software Distribution of AR System client software, pre-configured Distributed Monitoring monitors for AR System, tasks to encapsulate the daily operations, and Enterprise Console integration with the Trouble Ticketing mechanism.

Tivoli/Plus for ARS/Plus module automatically (or manually) generates AR System (ARS) trouble tickets with the Tivoli Enterprise Console (TEC).

In order to fully accomplish this integration, TADLP is populating the supplied subscription lists with the names of the Remedy server and client systems and import the BAROC classes and TEC rules into their rule base.  TADLP will also distribute the pre-packaged monitors to the Remedy server system. 

Data Interchange – Remedy and Tivoli Systems

With regards to data interchange, Remedy is responsible for providing TADLP with a fully functional Problem Ticket Generation System, while Tivoli is responsible for Data Interchange with Remedy.  The data interchange with Remedy is provided with the Remedy Tivoli Plus Module.  The Plus module consists of scripts that run from Remedy which pass data into Tivoli TEC, as well as allows TEC to pass information into Remedy.

Tivoli to Remedy

The following information will be provided to Remedy via the script ars_trouble_ticket.sh sys admin as described in the Sys Admin Manual:

· Tivoli Event ID (Interval Event Handle Number, Event Server Handle, Date Event Received)

· Tivoli Event Class (Internal Tivoli Event Class)

· Source of the Event

· Origin of the Event (host which generated event)

· Severity of the Event

· Hostname (host where event happened)

· Tivoli Message (Tivoli Event Message)

Remedy to Tivoli

The following information will be provided to Tivoli from Remedy via the script close_ticket.sh located on the Remedy Managed Node:

· Tivoli Event ID (Passed from TEC and associated with the Trouble Ticket)

· Remedy Status of associated Ticket (If the Ticket is closed, then CLOSED otherwise event is changed to ACK)

Tivoli NetView

Tivoli NetView will monitor network devices.

Events forwarded to TEC will be correlated with other system-level events and the TEC rules engine will perform root-cause analysis.  This will help to minimize the time personnel have to spend tracing down non-critical events.

Should the event be fatal or critical, the TEC will open a trouble ticket in Remedy.  Of major concern from an event standpoint are NodeUp/NodeDown and InterfaceUp/InterfaceDown network events.

Repeater Hierarchy

An efficient repeater hierarchy ensures that software can efficiently traverse the network as it makes its way from the Software Distribution Repository to its Endpoints.  

Tuning Individual Repeaters

Table 6.2.4.2-8:  Repeater Parameters, provides a description of the repeater parameters that are of primary concern.

Table 6.2.4.2-8:  Repeater Parameters

	Parameter
	Description

	disk_max
	The amount of disk space in kilobytes that will be used by the repeater to store the FilePackage data on disk during the distribution.

	disk_hiwait
	This is the point where the repeater tells the TMR it is about to run out of disk_max so the TMR should slow down sending data.

	max_conn
	This setting controls how many Endpoints will be distributed to, at any one point in time.  Each Endpoint that is being distributed to with this setting requires a 1 to 1.5MB process to be spawned on the repeater.

	mem_max
	Determines the maximum amount of RAM in kilobytes that will be used to store the FilePackage while the repeater is distributing data.

	net_load
	Defines the maximum bandwidth in kilobytes per second that will be used for the distributions.  A positive value indicates that the bandwidth is used across all connections; a negative value indicates that it is a maximum PER connection (thus the actual maximum that can be used is the max_conn X net_load).

	disk_dir
	This is the directory or file system to which data spools.  This file system MUST be larger than disk_max.  The default is /tmp.  Solaris uses /tmp for swap, therefore an alternative location must be chosen.


Proper tuning of individual repeaters within the hierarchy ensures that excess network resources will not be needlessly consumed.  These settings may need to be adjusted for time, bandwidth, memory or disk constraints.  All of these parameters are global.  If there is more than one distribution going through a repeater at once, each tuning parameter for that repeater is used independently.  As an example, if max_conn is set to ten and two distributions are going through the repeater at once, there will be 20 connections, not ten.  To put it another way, if two distributions are being processed through the same repeater, then mem_max is doubled, disk_max is doubled, net_load is doubled, etc.  The repeater parameter configurations are dynamic depending on the resources and network environments.

Inventory

Tivoli Inventory allows administrators to regularly collect hardware and software information from Endpoints.  Administrators are able to record changes in hardware and software configurations, manage all enterprise hardware and software information from a central point and examine inventory information to perform system-auditing functions.  Inventory is being deployed in TADLP environment to get a better handle on the hardware and software that is deployed in the enterprise.  The requirement for this is to provide an open database repository of the inventory.

Figure 6.2.4.2-9 presents the Inventory RDBMS Configuration.

Figure 6.2.4.2-9:  Inventory RDBMS Configuration
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Tivoli Inventory allows administrators to perform both full and differential scans.  TADLP will perform full scans on the initial inventory of an Endpoint.  Following the initial scan, differential scans may be performed on a biweekly basis.

Operations Design

Remote Control

The tool will be used by Help Desk Level II and Level III personnel to remotely assist customers solve problems as well as to perform maintenance operations on server systems that require operator intervention at the server console.

Each Remote Control Tool resides in its own Policy Region, with the Remote Control policies for that region defined appropriately.  This Remote Control Tool will be presented to the Administrator through a collection on the Administrator's desktop.  The Administrator will not be able to see the Policy Region structure.  The Endpoint resource needs to be shared up from the Regional Level to the Enterprise Level so the Remote Control Controller tool from the Enterprise TMR can be used to take control of endpoint located within the regional TMR.

6.2.5
Security

TADLP security requirements place design constraints regarding Availability, Integrity, Confidentiality, Object Reuse, Discretionary Access Control, Accountability (Identification and Authentication, Audit) and C2-Protect Tool as discussed in the following paragraphs.

6.2.5.1
Availability

TADLP Block 2 network is designed to support a robust level of training to active, reserve, and Department of the Army civilian personnel under normal and surge conditions.  TADLP Block 2 network Level-of-Concern for Availability will be maintained at a medium rating or less to ensure effective training during surge periods by having at least one Digital Training Facility (DTF) Manager on every TADLP site.  DTF Managers will support TADLP users and maintain at a medium rating or less to ensure adequate instructions to a TADLP facilitator (Instructor or highest ranking official) to support all DL training.  The DTF Managers will control all VTT Block 2 sessions on site.

6.2.5.2
Integrity

The Level-of-Concern rating assigned to an Information System (IS) for Integrity is based on the degree of information accuracy required of the information, processed, and transmitted by the Automated Information Systems (AIS) for mission accomplishment.  The greater the need for accuracy, the higher the Level-of-Concern.

The Medium Level-of-Concern for Integrity rating implies that a High, but not absolute, degree of accuracy is required for mission accomplishment.  Loss of integrity involves a result in bodily injury or an adverse effect on organizational-level interest.  Loss of integrity is associated with adverse effects on national-level interest on Confidentiality.

TADLP Block 2 network is designed to provide a sophisticated degree of training in a C2 level TCB environment.  Therefore, for TADLP Block 2, the level-of-concern for integrity will be maintained at the medium rating.  TADLP training comprises multiple courses-of-instruction where loss of information integrity will not have an adverse effect on organizational level interests.  The Continuity of Operations Plan (COOP)/Backup Plan provides general guidance to functional proponents of TADLP on methods and procedures for backup and recovery as a response to any type of system failure to protect TADLP Integrity.

6.2.5.3
Confidentiality

All TADLP Automated Information Systems (AIS) assets are designated as Sensitive-But-Unclassified (SBU) information.  All TADLP users are required to acknowledge and sign an AIS user agreement and other security forms to receive access of TADLP assets.  TADLP design configuration is predicated by the use of Encryption Encapsulation Device (EED) on all active sites with a discretionary access control Windows NT C2 level TCB environment.  In accordance with AR 380-19, paragraph 2.2a, 1-2, all Department of the Army (DA) AIS is “categorized based on the sensitivity of the information that the system is authorized to process or store.”  Therefore, TADLP Block 2 network will have a medium level-of-concern rating, with respect to Confidentiality, at a minimum, with an EED on all active sites.

6.2.5.4
Object Reuse

TADLP uses re-imaging software on all DTF workstations to comply with object reuse.  All information, including encrypted representations of information produce by a prior TADLP user’s actions will not be available to any subject once that object has been released back to the DTF.  All authorizations to the information contained within a storage object will be revoked prior to reallocation to a subject from TADLP Block 2 network TCB’s pool of unused storage objects.  All authorizations to the information contained within a storage object will be revoked prior to initial and/or after assignment to a subject from TADLP Block 2 network TCB’s pool of unused storage objects.

6.2.5.5
Discretionary Access Control (DAC)

TADLP TCB is design to control access between TADLP named users and named objects (e.g., files and programs) in TADLP network.  The enforcement mechanism (e.g., access control lists of TADLP users) will allow users to specify and control sharing of those objects by named individuals, defined groups of individuals, or by both.  TADLP design configuration is predicated by the use of Encryption Encapsulation Device (EED) on all active sites with a discretionary access control Windows NT C2 level TCB environment, in accordance with AR 380-19, paragraph 2.2a, 1-2.  TADLP network will provide controls to limit propagation of access rights in accordance with the Data Networking design.  TADLP network TCB is required for users to identify themselves to it before beginning to perform any other actions that the TCB is expected to mediate (TCSEC, paragraph 2.2.2.1).  The DAC mechanism in TADLP provides protection from unauthorized access.  These access controls are capable of including or excluding access to the granularity of a single user.

6.2.5.6
Accountability

The second major category of requirements for TADLP Block 2 network is accountability.  At the C2 level TCB of assurance applicable to TADLP Block 2 network, accountability consists of I&A of users, functions, and audits.

6.2.5.6.1
Identification and Authentication

TADLP TCB will require users to identify themselves to TADLP domain before beginning to perform all actions that TADLP TCB will be expected to mediate.  Identification of TADLP provides the capability of associating their Identity with audible actions taken by the individual in a daily, weekly and monthly log (TCSEC, Paragraph 2.2.2.1).  Furthermore, TADLP TCB will maintain throughout TADLP Domain Controllers in a hierarchical structure with separation of duties and authorization (i.e., USERID & passwords) that includes information for verifying the identity of individual users, as well as information for determining the security level and authorizations of subject external to the TCB that are created to act on behalf of the individual in accordance with TADLP Data Networking design.  TADLP TCB will also provide the capability of associating the user’s identity with all audible actions taken by that individual.  The following documentation will clearly point out the threats that can or cannot occur and details on I&A specifications in TADLP environment:  IAW AR 380-19, Paragraph 2-3a (2), TFM Technical, TFM C2 Configuration, Data Networking System Administration.

6.2.5.6.2
Audit

TADLP TCB will be able to create, maintain, and protect from modification or unauthorized access or destruction an audit trail of accesses to the object it protects.  TADLP TCB shall protect the audit data so that read access to it is limited to those who are authorized to audit data.  TADLP TCB will be able to record the following types of events:  use of identification and authentication mechanism; introduction of objects into a user’s address space (e.g., file open, program initiation); deletion of objects; and actions taken by computer operators, system administrators and/or system security officers; and other security relevant events.  TADLP TAC TCB uses Windows NT backup recovery software to comply with the audit archives needed on all sections of TADLP.  Table 6.2.5.6.2-1 shows TADLP Audit Archive Back-up Timeline Table.

Table 6.2.5.6.2-1:  TADLP Audit Archive Back-ups Timeline Table

	TADLP Section
	Every Sunday
	Mon-Sat
	Every 30 days

	Data Networking
	Full Back-up
	Incremental Back-up
	Full Back-up (off-site)

	Collaboration
	Full Back-up
	Incremental Back-up
	Full Back-up (off-site)

	Help Desk
	Full Back-up
	Incremental Back-up
	Full Back-up (off-site)

	Security
	Full Back-up
	Incremental Back-up
	Full Back-up (off-site)


6.2.5.7
C2-Protect Tools

The following are TADLP ISSO-approved software that comply with C2 level TCB network.

6.2.5.7.1
Firewalls

TADLP firewall will be the frontline of the Training Access Center’s (TAC) and the Regional Training Access Centers’ (RTACs) networks.  TADLP firewall servers are hardened from the Internet (to include non-TADLP network in the NIPRNET) before activating them.  In addition, all TADLP firewalls will have a Host-Based IDS that provides the ability to monitor and respond to security events across TADLP enterprise in real time.  No encryption, port or socket substitution will occur and frames will be passed through TADLP firewall from the EED using protocol 99 across the NIPRNET.  At that point, filters in TADLP firewall will block or allow the frame to pass only the approved rules (ports) used for the filters to communicate outside of TADLP network when going through the TAC/RTACs.

6.2.5.7.2
Intruder Detection Systems (IDS)

TADLP has integrated Network-Base IDS with a Host-Based IDS, which provides a multi-tiered intrusion defense strategy.  Network-Based IDS and the Host-Based IDS provides a dynamic network intrusion detection by transparently examining network traffic to detect, identify, log, and terminate unauthorized use or misuse of TADLP TAC computer systems in a 24x7 environment.  With the Network-Based IDS the ISSO monitors TCP/IP traffic on the network segment to detect and respond to network-based intrusion attacks.

TADLP Host-Based IDS provides the fundamental intrusion detection framework by giving the ISSO the ability to monitor and respond to security events across TADLP enterprise in real time.  By deploying both (Network/Host-Based IDS) solutions together in TADLP, it mitigates the risk and provides the best possible security for TADLP TAC to manage.  TADLP TAC Network-Based IDS audit logs are sent automatically in a daily basis to TADLP TAC Host-Based IDS logs.

6.2.5.7.3
Encryption Encapsulation Device (EED)

TADLP EED configurations are part of the dynamic C2 level TCB configuration in TADLP that provides a method to allow restricted sockets to traverse the NIPRNET between TADLP sites by utilizing DES/3DES encryption riding on protocol 99 for all data transfer between TADLP EED sites on the NIPRNET in compliance with FIPS Pub 140-1, 46-2 and x.509 standard.  Once an EED arrives from the vendor, it is installed between the NIPRNET (public side) and TADLP DTF (private side).  The ports are labeled public and private.  TADLP TAC takes TADLP EED installation diskette that contains an encrypted TADLP signature file, and executes TADLP signature file installation program.  This program installs TADLP signature file on the EED and resets the EED to sync up with TADLP TAC when installed on the DTFs.  Communications are verified by TADLP TAC when initializing communications through the NIPRNET.

6.3 DTFM CALENDARING AND MESSAGING

This section describes the DTFM Calendaring and Messaging functions provided by TADLP.

6.3.1
Overview

TADLP provides Microsoft Exchange calendaring function to the DTF manager to allow the DTFM to keep and view the DTF schedule.  This calendar is also utilized by help desk personnel at the TAC to ensure new DTF reservations are added to the calendar and to assist in deconflicting any schedule problems.

Microsoft Exchange is also used to provide messaging between the TAC help desk and the DTFMs to advise them of changes to the calendar.

TADLP system will provide the following functional requirements:

· DTF Calendar for DTF Managers.

· Messaging between DTF Managers and TAC.

6.3.1.1
Resource Calendaring for DTF Managers

Resource calendaring is provided to allow the DTFM to view or change the schedule for any of their DTFs.  The majority of the calendar schedule will come from ATRRS.  The DTF can also be scheduled by the DTFM for local courses or other non-ATRRS controlled activities.

When ATRRS provides the TAC with DTF reservations for a course, the TAC help desk will be provided a report listing the new schedule from TADLP SQL database.  TAC help desk personnel will check the DTF calendar for conflicts and, if no conflict exists, the calendar will be updated and the DTFM will be sent a message notifying them that a change has been made in their calendar.

If a conflict does exist, the help desk will contact the DTFM to attempt to deconflict the schedule.  If this cannot be accomplished, the help desk will contact ATRRS and attempt deconfliction based on ATRRS rules of deconfliction.  If this fails, a call will be placed to the ATRRS help desk to solve the schedule conflict.

Microsoft Outlook will be used to access the calendar.  In the DTF, only the DTFM machines have Outlook installed.  At the TAC, all help desk machines have Outlook installed.

6.3.2 DTF Manager Messaging

Microsoft Exchange is used to provide the messaging function for the DTF managers and help desk personnel at the TAC.  In order to allow for normal employee changes, a group name is created for each site.  The DTF managers will be assigned to that group.  In this manner, the TAC help desk will be able to send a message to the DTF manager by using only the group name for that site.

Each DTFM and all Tier I help desk personnel will be provided with a logon and password for messaging.  This logon and password will be linked to the logon and password used by TADLP NT system.  This will allow for one logon and password to access all resources in TADLP.

Messaging will be allowed between any users in TADLP messaging system, but not to any other messaging or mail systems.

6.3.3
Security

TADLP calendaring and messaging system is only available to TAC help desk personnel and DTFMs.  The restrictions and security are provided by the following:

· Encryption and Encapsulation Devices (EED) between the TAC and DTFs.

· Firewall allows EED data outside of the TAC, but blocks Outlook Client data if no EED is at the remote site.

· Browsing to the Exchange Server is not allowed.

· NT Authentication is used for logon and password.

Figure 6.3.3-1 shows the Exchange design and security.
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Figure 6.3.3-1:  Exchange Design and Security.

6.3.3.1
User Authentication

Before TADLP DTF Managers can access TADLP Exchange servers, they must log on to a Windows NT Domain by supplying a unique user name and password.  The system will validate or authenticate this logon information.  Once logged onto NT, starting the Outlook Client will grant access to Exchange.

6.3.4
TADLP Exchange Mailbox Servers

TADLP Exchange Mailbox Servers will be placed only at the TAC level to provide messaging and resource scheduling capabilities.  TADLP Exchange Mailbox Server configuration is depicted in Table 6.3.4-1 and Table 6.3.4-2.

Table 6.3.4-1 TADLP Exchange Mailbox Server Configuration

	CPU
	Memory
	Software
	Private Information Store Size
	Number of Users
	Maximum Mailbox Size

	Dual Xeon 500 
	2 Gigabytes
	NT 4.0 & Exchange Server Enterprise 5.5
	50 Gigabytes
	2000
	20 Megabytes


Table 6.3.4-2 Exchange Mailbox Limitations

	Size Limit
	Value

	Mailbox storage limit
	20MB

	Mailbox warning limit
	19MB


6.4 TADLP SUPPORT FOR CALLABORATION

TADLP is using Army Knowledge Online (AKO) for collaboration functions.  AKO is providing 

e-mail, threaded discussion, and chat for the student and instructor community.

The DTF student machines have Internet Explorer preset to go to AKO (www.us.army.mil).  By starting Internet Explorer, the student will be directed to AKO to enable logon to the AKO system.

In order to access AKO, a student will need to obtain a logon and password for the AKO system.  At this time, AKO has not finalized the method used to provide the student with his logon and password, but AKO is currently working on a best method for logon and password delivery.

AKO will obtain student and course information from ATRRS and they will create threaded discussions and chat sessions for those courses and enrolled students.  Once logged on, a student will be able to read the threaded discussion for his course.  The student will also be able to add comments or questions to the threaded discussion.

Chat sessions will be available ad hoc or by instructor direction.  Anyone currently enrolled in the course will have access to the course chat session.

AKO complies with DoD and Army security policies and incorporates the security features from ACERT and the commercial sector.  AKO has adopted DoD/DISA security standards.
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Requirements Allocation Table

The Requirements Allocation Table maps TADLP System/Subsystem Specifications (SSS) to the System Requirements Specification (SRS) and is implemented into the design.  The details of the Requirements Allocation Table are found in the Requirements Trace Matrix (RTM) document.  The RTM shows SSS/SRS requirements that are satisfied by the various documents.  The RTM was developed using MS Excel 97 for data collection, SQL 7.0 for data management, and MS Access 97 to access the data.  Results were compiled and presented as matrixes which cross-references program requirements and design goals.  An electronic version of the RTM is available on the Ft Monroe/TADLP FTP website:  155.217.176.l19/inbox.  The Contractor updates the Requirements Allocation Table monthly to reflect additions, deletions, and waivers to the System Requirements Specifications.
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A.2
Tivoli Inventory to Remedy Asset Management Process Flow

The Remedy Asset Management database is made up of two primary types of assets:  networked and non-networked.  All non-networked assets (e.g., chairs, desks, fax machines, shredders, etc.) are manually entered into the Remedy Asset Management database through a set of Remedy Data Entry forms.  All assets connected to TADLP network (e.g., networks devices, workstations, servers, including any associated hardware and software components) have the potential to be tracked automatically through the Tivoli Inventory application.  The Tivoli Inventory database is used to populate the Remedy Asset Management database with specific information about networked assets.
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The process described below is employed throughout TADLP project to maintain computer assets in the Remedy Asset Management database as they are discovered through Tivoli’s automated inventory collection process.

The migration of data out of Tivoli Inventory system and into Remedy Asset Management database is a two-stage process that involves the creation of a set of Intermediate Tivoli translation tables on the Remedy server.

The first time an asset is added to the system, data from Tivoli’s automated inventory collection process is used to populate the Remedy Asset database.  The data from Tivoli in the Intermediate tables is compared to the existing Remedy Asset records and changes are noted in an Exception Report.  All modifications or deletions of computer assets that already exist in the Remedy Asset Management database are updated manually through the Remedy Data Entry forms.

Asset Collection Process Summary

Prior to setting up a location, networked assets are manually entered into the Remedy Asset database (e.g., DTF workstations).  A Location Setup report is generated which lists the network information that will be used to uniquely identify each computer on TADLP network.  Any Block 1 assets that were electronically tracked through Excel or Access are migrated into the Remedy Asset database through a one-time process.  During the migration of the Block 1 data, the HostName will be automatically created when possible.

Note:  All Block 2 non-networked assets are manually entered into Remedy.  Any Block 1 non-networked assets that were managed electronically are migrated into the Remedy Asset database through a one-time process.

After a location is setup, Tivoli performs an Inventory pull from each of the newly-installed computers to populate the Tivoli Inventory database.  A separate process is manually initiated from the Remedy server that copies all information from Tivoli’s Inventory SQL database into a set of Intermediate tables.  This data resides in the same SQL database that houses the Remedy Asset data.

A flag is checked to determine if this is the first time that information about a networked asset has been received from Tivoli.  If TRUE, the main asset record in the Remedy Asset database is modified and all of the asset’s hardware and software component level information is added from Tivoli.

Tivoli pulls inventory information from the networked assets on a periodic basis (as determined by Tivoli Admin).  The data gathered from these subsequent Tivoli Inventory pulls is migrated from Tivoli to Remedy using the same procedure described above.  The Intermediate tables are populated with all Tivoli inventory data.  This data is compared to the information that already exists in the Remedy Asset database.  If a change is found between the two systems, a Remedy Exception report will be produced.  All discrepancies are manually entered or corrected.

Prior to Setting Up a Location

Business Rule DB #1
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Prior to setting up a location, which may be a TAC, RTAC, or DTF, a new record is manually entered into the Remedy Asset database for each workstation and server at the new location.  At a minimum, the unique Hostname and IP Address for each computer on TADLP network is entered into the database and the Tivoli Flag set to NO.

Business Rule DB #2

After all of a new location’s networked assets are entered into the Remedy database, a Location Setup report is generated.  The Location Setup report lists each network asset and its unique Domain Information, HostName and IP Address.

After a Location is Setup

Business Rule DB #3
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After the location is setup, the Tivoli Enterprise group initiates an Inventory pull which populates the Inventory database.  A separate process is manually initiated from the Remedy server that copiesall information from Tivoli’s Inventory data into a set of Intermediate tables within the Remedy SQL database.
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Tivoli will pull inventory information from the networked assets on a periodic basis (as determined by Tivoli Admin).  The data gathered from subsequent Tivoli Inventory pulls will be compared to information that already exists in the Remedy Asset database.  Depending on the change, either a Trouble Ticket or a HelpDesk Exception report will be generated to manually resolve any discrepancies or changes to the existing data.

Business Rule DB #4
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A flag is checked to determine if this is the first time that information about a networked asset has been received from Tivoli or if it has a valid HostName.
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Business Rule DB #5

If this is the first time information related to an asset has been received from Tivoli, then the main asset record is modified and all component information is added to the Remedy Asset database.
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Business Rule DB #6

If the Hostname is valid, check the IP_Address.
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If the Hostname is not valid, an Exception will be generated.

Business Rule DB #7

If the IP_Address is found, compare all existing fields, then the information will be sent to the Remedy Asset Change Exception Form.  

If the IP_Address is not found, an Exception will be generated.

Business Rule DB # 8

An Exception is generated if either the Hostname or the IP_Address were not found.  
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Business Rule DB #9

After the Remedy Asset Change Exception Form is produced, all discrepancies will be manually correct and all subsequent modifications to or deletions of computer assets that already exist in the Remedy Asset Management will be updated manually through the Remedy Data Entry forms.
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Item VARCHAR(50) NULL

Requester-ID+ VARCHAR(30) NULL

Requester-Name+ VARCHAR(128) NULL

Phone-Number VARCHAR(30) NULL

Requester-Login-Name+ VARCHAR(30) NULL

Classroom VARCHAR(30) NULL

Assigned-To-Group+ VARCHAR(128) NULL

Description TEXT NULL

Work-Log TEXT NULL

Request-Urgency INTEGER NULL

Closure-Code INTEGER NULL

Pending INTEGER NULL

Audit-Trail TEXT NULL

Assigned-To-Individual VARCHAR(128) NULL

Assignee-Manager-Full-Name VARCHAR(128) NULL

Prev-Assignee-Login VARCHAR(30) NULL

Site VARCHAR(30) NULL

Prev-Assignee-Full-Name VARCHAR(128) NULL

Assignee-Manager-Login VARCHAR(30) NULL

Auto-Close-Time INTEGER NULL

Request-Manager-To-ReassignINTEGER NULL

Requested-Completion-Date VARCHAR(30) NULL

Hours-To-Resolve FLOAT NULL

Actual-End-Date INTEGER NULL

Actual-Start-Date INTEGER NULL

Solution-Summary VARCHAR(128) NULL

Priority INTEGER NULL

Dup-ID+ VARCHAR(15) NULL

Source INTEGER NULL

Time-Spent-Minutes INTEGER NULL

Create-Time INTEGER NULL

Region VARCHAR(30) NULL

Solution-Description TEXT NULL

Hotlist INTEGER NULL

Orig-Submitter VARCHAR(30) NULL

Resolved-Time INTEGER NULL

Assign-Time INTEGER NULL

Escalate-Time INTEGER NULL

Total-Time-Spent INTEGER NULL

Estimated-Total-Time INTEGER NULL

Entry_ID (FK) VARCHAR(15) NOT NULL

Facility (FK) VARCHAR(30) NOT NULL

Location_Site (FK) VARCHAR(30) NOT NULL

Location_Region (FK) VARCHAR(30) NOT NULL

Solutions

Solution-ID VARCHAR(15) NOT NULL

Submitted-By VARCHAR(30) NULL

Create-Date INTEGER NOT NULL

Assigned-To VARCHAR(30) NULL

Modified-By VARCHAR(30) NOT NULL

Modified-Date INTEGER NOT NULL

Status INTEGER NOT NULL

Summary VARCHAR(128)NOT NULL

Solution-Summary VARCHAR(128) NULL

Solution-DescriptionTEXT NULL

History-Log TEXT NULL

Count INTEGER NULL

Correct-Solution INTEGER NULL

Case-Summary VARCHAR(128) NULL

Case-Description TEXT NULL

Category VARCHAR(50) NULL

Type VARCHAR(50) NULL

Item VARCHAR(50) NULL

MetricType

MetricType_ID INTEGERNOT NULL

MetricDescriptionCHAR(65) NULL

Asset

Entry_ID VARCHAR(15) NOT NULL

Submitter VARCHAR(30) NULL

Serial_Number VARCHAR(30) NULL

User_Name_ VARCHAR(128) NULL

Category VARCHAR(50) NULL

Type VARCHAR(50) NULL

Item VARCHAR(50) NULL

User_Login_Name VARCHAR(69) NULL

Name VARCHAR(30) NULL

Asset_History LONG VARCHAR NULL

Asset_ID_ VARCHAR(30) NULL

Notes LONG VARCHAR NULL

Audit_Trail LONG VARCHAR NULL

Number_of_ComponentsINTEGER NULL

Installation_Date INTEGER NULL

Y2K_Compliant INTEGER NULL

Create_date INTEGER NOT NULL

Assigned_to VARCHAR(30) NULL

Last_modified_by VARCHAR(30) NOT NULL

Modified_date INTEGER NOT NULL

Site VARCHAR(30) NULL

Status INTEGER NOT NULL

Short_Description VARCHAR(128) NOT NULL

Sales_Tax DECIMAL(28,2) NULL

Part_Number VARCHAR(30) NULL

Remote_Address VARCHAR(255) NULL

Processor VARCHAR(32) NULL

Model VARCHAR(32) NULL

Manufacturer_Name VARCHAR(32) NULL

Manufacturer_ID_ VARCHAR(30) NULL

Version_Number VARCHAR(30) NULL

Supplier_Name_ VARCHAR(30) NULL

Supplier_ID_ VARCHAR(30) NULL

Acquired_Method INTEGER NULL

Supported INTEGER NULL

Backup_Asset_ID VARCHAR(30) NULL

Available_Date INTEGER NULL

ReturnDate INTEGER NULL

Received_Date INTEGER NULL

Purchase_Date INTEGER NULL

Disposal_Date INTEGER NULL

Region VARCHAR(30) NULL

Priority VARCHAR(50) NULL

Fixed_Asset INTEGER NOT NULL

Configuration VARCHAR(50) NULL

ID+ VARCHAR(128) NULL

IP-Address VARCHAR(32) NULL

MAC_Address VARCHAR(32) NULL

Facility (FK) VARCHAR(30) NOT NULL

Location_Site (FK) VARCHAR(30) NOT NULL

Location_Region (FK) VARCHAR(30) NOT NULL

ATRRS

TransCode CHAR(1) NULL

Odate DATETIME NULL

Ldate DATETIME NULL

SocSecNum CHAR(11) NULL

FY CHAR(4) NULL

SCH CHAR(10) NULL

CRS CHAR(20) NULL

Phase CHAR(10) NULL

CLS CHAR(10) NULL

Resstat CHAR(1) NULL

ResTime DATETIME NULL

Lname CHAR(35) NULL

Fname CHAR(35) NULL

Mname CHAR(35) NULL

PIN CHAR(10) NULL

Gender CHAR(1) NULL

DOB DATETIME NULL

SVCDSG CHAR(1) NULL

PayPlan CHAR(10) NULL

Grade INTEGER NULL

Milspec CHAR(10) NULL

Clearance CHAR(10) NULL

Disabilities TINYINT NULL

CELVL CHAR(10) NULL

Email CHAR(40) NULL

DutyPosition CHAR(40) NULL

UnitStreet CHAR(40) NULL

UnitCity CHAR(40) NULL

UnitState CHAR(40) NULL

UnitZip CHAR(10) NULL

UnitCountry CHAR(40) NULL

UnitPhone CHAR(30) NULL

DSN CHAR(30) NULL

FAX CHAR(30) NULL

Supervisor CHAR(40) NULL

SupEmail CHAR(40) NULL

SupPhone CHAR(30) NULL

HomeStreet CHAR(40) NULL

HomeCity CHAR(40) NULL

HomeState CHAR(40) NULL

HomeZip CHAR(10) NULL

HomeCountry CHAR(40) NULL

HomePhone CHAR(30) NULL

DTF INTEGER NULL

DTFStartDate DATETIME NULL

DTFCompletionDate DATETIME NULL

AttendanceSchedule CHAR(100)NULL

AttendanceHrsRequiredFLOAT NULL

SeatAvailable TINYINT NULL

Instructor CHAR(40) NULL

InstructorEmail CHAR(40) NULL

InstructorPhone CHAR(30) NULL

SME CHAR(40) NULL

SmeEmail CHAR(40) NULL

SmePhone CHAR(30) NULL

CourseMgr CHAR(40) NULL

CourseMgrEmail CHAR(40) NULL

CourseMgrPhone CHAR(30) NULL

DtfMgr CHAR(40) NULL

DtfMgrEmail CHAR(40) NULL

DtfMgrPhone CHAR(30) NULL

Component

Component_ID VARCHAR(15) NOT NULL

Submitter VARCHAR(30) NULL

Create_date INTEGER NOT NULL

Assigned_to VARCHAR(30) NULL

Last_modified_by VARCHAR(30) NOT NULL

Modified_date INTEGER NOT NULL

Status INTEGER NOT NULL

Short_Description VARCHAR(128) NOT NULL

HD_Serial_NumberVARCHAR(32) NULL

HD_Size INTEGER NULL

HD_Speed INTEGER NULL

HD_Seek_Time INTEGER NULL

HD_Heads INTEGER NULL

HD_Sectors INTEGER NULL

HD_Cylinders INTEGER NULL

FD_Type VARCHAR(16) NULL

Category VARCHAR(50) NULL

Type VARCHAR(50) NULL

Item VARCHAR(50) NULL

Facility VARCHAR(30) NULL

Site VARCHAR(30) NULL

Region VARCHAR(30) NULL

Part_Number VARCHAR(30) NULL

Version VARCHAR(30) NULL

Name VARCHAR(30) NULL

Main_Asset_ID_ VARCHAR(30) NULL

Notes LONG VARCHAR NULL

Audit_Trail LONG VARCHAR NULL

User_ID VARCHAR(128) NULL

User_Name VARCHAR(128) NULL

Installation_Date INTEGER NULL

Terms___ConditionVARCHAR(255) NULL

Mfg_Name_2 VARCHAR(60) NULL

Mfg__ID_2 VARCHAR(30) NULL

Supplier_Name_2 VARCHAR(60) NULL

Supplier_ID_2 VARCHAR(30) NULL

Current_State INTEGER NULL

Y2K_Compliant INTEGER NULL

Received_Date INTEGER NULL

Return_Date INTEGER NULL

Purchase_Date INTEGER NULL

Available_Date INTEGER NULL

Ownership_Type INTEGER NULL

Supported INTEGER NULL

Component_Type VARCHAR(32) NULL

NT_Version VARCHAR(32) NULL

BIOS_ID_Bytes VARCHAR(16) NULL

BIOS_Date VARCHAR(16) NULL

Memory INTEGER NULL

Manufacturer_NameVARCHAR(32) NULL

Model VARCHAR(32) NULL

Monitor_Size VARCHAR(16) NULL

Video_BIOS VARCHAR(64) NULL

Card_DAC VARCHAR(32) NULL

Card_Memory VARCHAR(32) NULL

Card_Resolution VARCHAR(32) NULL

Card_Colors VARCHAR(32) NULL

Card_BIOS_RelDateVARCHAR(32) NOT NULL

Serial_Number VARCHAR(30) NULL

File_Size INTEGER NOT NULL

File_Date_Time VARCHAR(10) NOT NULL

File_Name VARCHAR(32) NOT NULL

Entry_ID (FK) VARCHAR(15) NOT NULL

TivoliTroubleTicket

Case-ID+ (FK) VARCHAR(15)NOT NULL

Submitted-By VARCHAR(30) NULL

Assignee-Login-Name VARCHAR(30) NULL

Status INTEGER NULL

Category VARCHAR(50) NULL

Type VARCHAR(50) NULL

Item VARCHAR(50) NULL

Source INTEGER NULL

Requester-Login-Name+VARCHAR(30) NULL

Description TEXT NULL

Priority INTEGER NULL

Create-Time INTEGER NULL

People

Entry_ID VARCHAR(15) NOT NULL

Submitter VARCHAR(30) NULL

Create-Date INTEGER NOT NULL

Assigned_To VARCHAR(30) NULL

Last_Modified_By VARCHAR(30) NOT NULL

Modified_Date INTEGER NOT NULL

Status VARCHAR(128)NOT NULL

SocSecNum VARCHAR(35) NULL

Role VARCHAR(30) NULL

Full_Name VARCHAR(128) NULL

Last_Name VARCHAR(25) NULL

First_Name VARCHAR(14) NULL

Login_Name VARCHAR(30) NULL

Login_Start_Date INTEGER NULL

Login_End_Date INTEGER NULL

ID VARCHAR(30) NULL

Phone VARCHAR(30) NULL

Fax VARCHAR(30) NULL

Office VARCHAR(30) NULL

Manager INTEGER NULL

Support_Staff INTEGER NULL

AddrLine VARCHAR(50) NULL

City_Name VARCHAR(50) NULL

State_Prov VARCHAR(15) NULL

Postal_Code VARCHAR(30) NULL

Country VARCHAR(5) NULL

Site VARCHAR(30) NULL

Region VARCHAR(30) NULL

Facility (FK) VARCHAR(30) NOT NULL

Location_Site (FK) VARCHAR(30) NOT NULL

Location_Region (FK)VARCHAR(30) NOT NULL

Metrics

Metric_ID INTEGER NOT NULL

MetricDescription VARCHAR(68) NULL

MetricStartDateTime DATETIME NULL

MetricEndDateTime DATETIME NULL

MetricQuantity INTEGER NULL

MetricType_ID CHAR(10) NULL

MetricType_MetricType_ID (FK)INTEGER NULL

Case-ID+ (FK) VARCHAR(15)NOT NULL

Location

Facility VARCHAR(30)NOT NULL

Site VARCHAR(30)NOT NULL

Region VARCHAR(30)NOT NULL

Entry_ID INTEGER NOT NULL

Submitter VARCHAR(32) NULL

Create-Date INTEGER NULL

Assigned-To VARCHAR(32) NULL

Last-Modified-ByVARCHAR(32) NULL

Modified-Date INTEGER NULL

Status VARCHAR(32) NULL

Short-DescriptionVARCHAR(32) NULL

ATRRS_DTF_ID INTEGER NULL

Change

Change_ID VARCHAR(15) NOT NULL

Submitted_By VARCHAR(30) NULL

Create_Date INTEGER NOT NULL

Assignee_Login_Name VARCHAR(30) NULL

Last_Modified_By VARCHAR(30) NOT NULL

Modified_Date INTEGER NOT NULL

Status INTEGER NOT NULL

Summary VARCHAR(128) NOT NULL

Category VARCHAR(50) NULL

Type VARCHAR(50) NULL

Item VARCHAR(50) NULL

Risks_Benefits_Comments LONG VARCHAR NULL

Requester_ID VARCHAR(30) NULL

Requester_Name VARCHAR(128) NULL

Phone_Number VARCHAR(30) NULL

Classroom VARCHAR(30) NULL

Requester_Login_Name+ VARCHAR(30) NULL

Implementor_Group+ VARCHAR(30) NULL

Description LONG VARCHAR NULL

Work_Log LONG VARCHAR NULL

Request_Urgency INTEGER NULL

Closure_Code INTEGER NULL

Pending INTEGER NULL

Site VARCHAR(30) NULL

Audit LONG VARCHAR NULL

Planned_Start_Date INTEGER NULL

Planned_End_Date INTEGER NULL

Supervisor_Name_ VARCHAR(128) NULL

Assignee_Manager_Full_Name VARCHAR(128) NULL

Scope INTEGER NULL

Auto-close_Days INTEGER NULL

Auto-close_Time INTEGER NULL

Request_Manager_To_ReassignINTEGER NULL

Confirm_Resolution INTEGER NULL

Requested_Completion_Date_ INTEGER NULL

Region VARCHAR(30) NULL

Approval_Status INTEGER NULL

Plans LONG VARCHAR NULL

Planned_Duration_(in_hours) FLOAT NULL

Actual_Duration_(in_hours) FLOAT NULL

Actual_End_Date INTEGER NULL

Actual_Start_Date INTEGER NULL

Number_of_Tasks INTEGER NULL

Priority INTEGER NULL

Risk INTEGER NULL

Orig_Submitter VARCHAR(30) NULL

Facility (FK) VARCHAR(30) NOT NULL

Location_Site (FK) VARCHAR(30) NOT NULL

Location_Region (FK) VARCHAR(30) NOT NULL

Task

Task_ID VARCHAR(15) NOT NULL

Submitter VARCHAR(30) NULL

Create_Date INTEGER NOT NULL

Assignee_Login_Name VARCHAR(30) NULL

Last_Modified_By VARCHAR(30) NOT NULL

Modified_Date INTEGER NOT NULL

Status INTEGER NOT NULL

Summary VARCHAR(128) NOT NULL

Category VARCHAR(50) NULL

Type VARCHAR(50) NULL

Item VARCHAR(50) NULL

Facility VARCHAR(30) NULL

Site VARCHAR(30) NULL

Region VARCHAR(30) NULL

Requester_IDC VARCHAR(128) NULL

Requester_Name VARCHAR(128) NULL

Phone_Number VARCHAR(30) NULL

Requester_Login_Name VARCHAR(30) NULL

Implementor_Group VARCHAR(30) NULL

Description LONG VARCHAR NULL

Work_Log LONG VARCHAR NULL

Request_Urgency INTEGER NULL

Closure_Code INTEGER NULL

Pending INTEGER NULL

Audit LONG VARCHAR NULL

Planned_Start_Date INTEGER NULL

Planned_End_Date INTEGER NULL

Implementor_Name_ VARCHAR(128) NULL

Assignee_Manager_Full_Name VARCHAR(128) NULL

Scope INTEGER NULL

Office VARCHAR(50) NULL

Request_Supervisor_To_ReassignINTEGER NULL

Task_Plans LONG VARCHAR NULL

Planned_Duration FLOAT NULL

Change_ID VARCHAR(30) NULL

Actual_Duration FLOAT NULL

Actual_End_Date INTEGER NULL

Actual_Start_Date INTEGER NULL

Priority INTEGER NULL

Change_Change_ID (FK) VARCHAR(15) NOT NULL

Usage

Usage_ID INTEGER NOT NULL

TrainingDate DATETIME NULL

LengthTime DOUBLE PRECISION NULL

No_Students Local INTEGER NULL

No_Students DistantINTEGER NULL

CompoID INTEGER NULL

Facility (FK) VARCHAR(30) NOT NULL

Site (FK) VARCHAR(30) NOT NULL

Region (FK) VARCHAR(30) NOT NULL

CourseID (FK) VARCHAR(10) NOT NULL

TrainingTypeID (FK)INTEGER NOT NULL

ComponentID (FK) INTEGER NOT NULL

UnitID (FK) INTEGER NOT NULL

CourseOriginID (FK)INTEGER NOT NULL

Courses

CourseID VARCHAR(10)NOT NULL

CourseDescriptionVARCHAR(32) NULL

TrainingType

TrainingTypeID INTEGER NOT NULL

TrainingType_DescVARCHAR(32) NULL



Assets Logical Submodel
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Change Logical Submodel
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Help Desk Logical Submodel

[image: image22.emf]SocSecNum = SocSecNum

MetricType_ID = MetricType_ID

Assignee-Login-Name

StudentRegistration

Request_ID VARCHAR(15)NOT NULL

Course_Start_Date INTEGER NULL

Course_End_Date INTEGER NULL

Course_Name___ID VARCHAR(69) NULL

Last_Name VARCHAR(69) NULL

First_Name VARCHAR(69) NULL

Middle_Initial VARCHAR(69) NULL

Last_Four_SSN VARCHAR(69) NULL

Service_Status VARCHAR(69) NULL

HelpDesk

Case-ID+ VARCHAR(15) NOT NULL

Submitted-By VARCHAR(30) NULL

Arrival-Time INTEGER NULL

Assignee-Login-Name VARCHAR(30) NULL

Last-Modified-By VARCHAR(30) NULL

Modified-Time INTEGER NULL

Status INTEGER NOT NULL

Summary VARCHAR(128)NOT NULL

Category VARCHAR(50) NULL

Type VARCHAR(50) NULL

Item VARCHAR(50) NULL

Requester-ID+ VARCHAR(30) NULL

Requester-Name+ VARCHAR(128) NULL

Phone-Number VARCHAR(30) NULL

Requester-Login-Name+ VARCHAR(30) NULL

Classroom VARCHAR(30) NULL

Assigned-To-Group+ VARCHAR(128) NULL

Description TEXT NULL

Work-Log TEXT NULL

Request-Urgency INTEGER NULL

Closure-Code INTEGER NULL

Pending INTEGER NULL

Audit-Trail TEXT NULL

Assigned-To-Individual VARCHAR(128) NULL

Assignee-Manager-Full-Name VARCHAR(128) NULL

Prev-Assignee-Login VARCHAR(30) NULL

Site VARCHAR(30) NULL

Prev-Assignee-Full-Name VARCHAR(128) NULL

Assignee-Manager-Login VARCHAR(30) NULL

Auto-Close-Time INTEGER NULL

Request-Manager-To-ReassignINTEGER NULL

Requested-Completion-Date VARCHAR(30) NULL

Hours-To-Resolve FLOAT NULL

Actual-End-Date INTEGER NULL

Actual-Start-Date INTEGER NULL

Solution-Summary VARCHAR(128) NULL

Priority INTEGER NULL

Dup-ID+ VARCHAR(15) NULL

Source INTEGER NULL

Time-Spent-Minutes INTEGER NULL

Create-Time INTEGER NULL

Region VARCHAR(30) NULL

Solution-Description TEXT NULL

Hotlist INTEGER NULL

Orig-Submitter VARCHAR(30) NULL

Resolved-Time INTEGER NULL

Assign-Time INTEGER NULL

Escalate-Time INTEGER NULL

Total-Time-Spent INTEGER NULL

Estimated-Total-Time INTEGER NULL

Entry_ID (FK) VARCHAR(15) NOT NULL

Facility (FK) VARCHAR(30) NOT NULL

Location_Site (FK) VARCHAR(30) NOT NULL

Location_Region (FK) VARCHAR(30) NOT NULL

Solutions

Solution-ID VARCHAR(15) NOT NULL

Submitted-By VARCHAR(30) NULL

Create-Date INTEGER NOT NULL

Assigned-To VARCHAR(30) NULL

Modified-By VARCHAR(30) NOT NULL

Modified-Date INTEGER NOT NULL

Status INTEGER NOT NULL

Summary VARCHAR(128)NOT NULL

Solution-Summary VARCHAR(128) NULL

Solution-DescriptionTEXT NULL

History-Log TEXT NULL

Count INTEGER NULL

Correct-Solution INTEGER NULL

Case-Summary VARCHAR(128) NULL

Case-Description TEXT NULL

Category VARCHAR(50) NULL

Type VARCHAR(50) NULL

Item VARCHAR(50) NULL

MetricType

MetricType_ID INTEGERNOT NULL

MetricDescriptionCHAR(65) NULL

ATRRS

TransCode CHAR(1) NULL

Odate DATETIME NULL

Ldate DATETIME NULL

SocSecNum CHAR(11) NULL

FY CHAR(4) NULL

SCH CHAR(10) NULL

CRS CHAR(20) NULL

Phase CHAR(10) NULL

CLS CHAR(10) NULL

Resstat CHAR(1) NULL

ResTime DATETIME NULL

Lname CHAR(35) NULL

Fname CHAR(35) NULL

Mname CHAR(35) NULL

PIN CHAR(10) NULL

Gender CHAR(1) NULL

DOB DATETIME NULL

SVCDSG CHAR(1) NULL

PayPlan CHAR(10) NULL

Grade INTEGER NULL

Milspec CHAR(10) NULL

Clearance CHAR(10) NULL

Disabilities TINYINT NULL

CELVL CHAR(10) NULL

Email CHAR(40) NULL

DutyPosition CHAR(40) NULL

UnitStreet CHAR(40) NULL

UnitCity CHAR(40) NULL

UnitState CHAR(40) NULL

UnitZip CHAR(10) NULL

UnitCountry CHAR(40) NULL

UnitPhone CHAR(30) NULL

DSN CHAR(30) NULL

FAX CHAR(30) NULL

Supervisor CHAR(40) NULL

SupEmail CHAR(40) NULL

SupPhone CHAR(30) NULL

HomeStreet CHAR(40) NULL

HomeCity CHAR(40) NULL

HomeState CHAR(40) NULL

HomeZip CHAR(10) NULL

HomeCountry CHAR(40) NULL

HomePhone CHAR(30) NULL

DTF INTEGER NULL

DTFStartDate DATETIME NULL

DTFCompletionDate DATETIME NULL

AttendanceSchedule CHAR(100)NULL

AttendanceHrsRequiredFLOAT NULL

SeatAvailable TINYINT NULL

Instructor CHAR(40) NULL

InstructorEmail CHAR(40) NULL

InstructorPhone CHAR(30) NULL

SME CHAR(40) NULL

SmeEmail CHAR(40) NULL

SmePhone CHAR(30) NULL

CourseMgr CHAR(40) NULL

CourseMgrEmail CHAR(40) NULL

CourseMgrPhone CHAR(30) NULL

DtfMgr CHAR(40) NULL

DtfMgrEmail CHAR(40) NULL

DtfMgrPhone CHAR(30) NULL

TivoliTroubleTicket

Case-ID+ (FK) VARCHAR(15)NOT NULL

Submitted-By VARCHAR(30) NULL

Assignee-Login-Name VARCHAR(30) NULL

Status INTEGER NULL

Category VARCHAR(50) NULL

Type VARCHAR(50) NULL

Item VARCHAR(50) NULL

Source INTEGER NULL

Requester-Login-Name+VARCHAR(30) NULL

Description TEXT NULL

Priority INTEGER NULL

Create-Time INTEGER NULL

People

Entry_ID VARCHAR(15) NOT NULL

Submitter VARCHAR(30) NULL

Create-Date INTEGER NOT NULL

Assigned_To VARCHAR(30) NULL

Last_Modified_By VARCHAR(30) NOT NULL

Modified_Date INTEGER NOT NULL

Status VARCHAR(128)NOT NULL

SocSecNum VARCHAR(35) NULL

Role VARCHAR(30) NULL

Full_Name VARCHAR(128) NULL

Last_Name VARCHAR(25) NULL

First_Name VARCHAR(14) NULL

Login_Name VARCHAR(30) NULL

Login_Start_Date INTEGER NULL

Login_End_Date INTEGER NULL

ID VARCHAR(30) NULL

Phone VARCHAR(30) NULL

Fax VARCHAR(30) NULL

Office VARCHAR(30) NULL

Manager INTEGER NULL

Support_Staff INTEGER NULL

AddrLine VARCHAR(50) NULL

City_Name VARCHAR(50) NULL

State_Prov VARCHAR(15) NULL

Postal_Code VARCHAR(30) NULL

Country VARCHAR(5) NULL

Site VARCHAR(30) NULL

Region VARCHAR(30) NULL

Facility (FK) VARCHAR(30) NOT NULL

Location_Site (FK) VARCHAR(30) NOT NULL

Location_Region (FK)VARCHAR(30) NOT NULL

Metrics

Metric_ID INTEGER NOT NULL

MetricDescription VARCHAR(68) NULL

MetricStartDateTime DATETIME NULL

MetricEndDateTime DATETIME NULL

MetricQuantity INTEGER NULL

MetricType_ID CHAR(10) NULL

MetricType_MetricType_ID (FK)INTEGER NULL

Case-ID+ (FK) VARCHAR(15)NOT NULL



Usage Logical Submodel
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TrainingType

TrainingTypeID INTEGER NOT NULL

TrainingType_DescVARCHAR(32) NULL

Branch

ComponentID INTEGER NOT NULL

ComponentDescVARCHAR(32) NULL

UnitInfo

UnitID INTEGER NOT NULL

UnitDesc VARCHAR(32) NULL

MacomID (FK)INTEGER NOT NULL

Origin

CourseOriginID INTEGER NOT NULL

CourseOriginDescVARCHAR(32) NULL

Unit

MacomID INTEGER NOT NULL

MacomDescVARCHAR(32) NULL

Usage

Usage_ID INTEGER NOT NULL

TrainingDate DATETIME NULL

LengthTime DOUBLE PRECISION NULL

No_Students Local INTEGER NULL

No_Students DistantINTEGER NULL

CompoID INTEGER NULL

Facility (FK) VARCHAR(30) NOT NULL

Site (FK) VARCHAR(30) NOT NULL

Region (FK) VARCHAR(30) NOT NULL

CourseID (FK) VARCHAR(10) NOT NULL

TrainingTypeID (FK)INTEGER NOT NULL

ComponentID (FK) INTEGER NOT NULL

UnitID (FK) INTEGER NOT NULL

CourseOriginID (FK)INTEGER NOT NULL

Courses

CourseID VARCHAR(10)NOT NULL

CourseDescriptionVARCHAR(32) NULL



Meta Data – Remedy Tables

A.5
Meta Data -- Remedy Tables

Remedy Meta Data Tables

	Entity Name
	Access Name
	Definition Text
	Comment Text
	Using Model Name

	 Mandatory
	 Conditional
	 Mandatory
	 Optional
	 Conditional

	Asset
	
	All Physical Assets, includes all Computer assets (most new asset records automatically populated from Tivoli system) and all non-network assets
	
	

	AssetLease
	
	Contains information about leased assets
	
	

	AssetWarranty
	
	Contains information about warranties
	
	

	ATRRS
	
	Registration and People data received from ATRRS system
	
	

	Change
	
	Change Management data
	
	

	Component
	
	All Hardware and Software Component data (most new asset records automatically populated from Tivoli system)
	
	

	Courses
	
	
	
	

	HelpDesk
	
	Tracks HelpDesk tickets; open and resolved
	
	

	IP Address Management
	
	Remedy table pulling information from Tivoli’s MainAsset intermediate table
	
	

	Location
	
	Contains site information about the location of assets
	
	

	Metrics
	
	Tracks Metrics on HelpDesk activities
	
	

	MetricType
	
	Contains Metric Type information (flexible to handle new metrics)
	
	

	People
	
	Contains People data (primarily loaded from ATRRS system)
	
	

	Server
	
	Remedy table pulling information from Tivoli’s MainAsset intermediate table
	
	

	Solutions
	
	Tracks solutions to resolved HelpDesk tickets
	
	

	Task
	
	Tracks tasks status assigned through Change Management
	
	

	Tivoli Trouble Ticket
	
	Remedy table containing information for trouble tickets
	
	

	Usage
	
	Contains information for statistics on classroom usage
	
	

	Student Registration
	
	Contains information about student registration from ARWeb
	
	

	Workstation
	
	Remedy table pulling information from Tivoli’s MainAsset intermediate table
	
	


Meta Data – Remedy Fields

A.6
Meta Data – Remedy Fields

Remedy Fields for Asset Table

	Primary Tables
	Generic Element Name
	Tivoli Intermediate Table Field Name
	Data Type Name
	Maximum Character Count Quantity
	NULL      NOT NULL
	Definition Text

	 Added
	 Mandatory
	 Added
	 Mandatory
	 Mandatory
	 Added
	 Mandatory

	Asset
	Acquired_Method
	
	int
	4
	NOT NULL
	User may select an appropriate value from the menu list to indicate the type of ownership for this asset.

	Asset
	Action_on_Submit
	
	varchar
	70
	NULL
	Action to be taken on submission.

	Asset
	Asset_Associations
	
	varchar
	100
	NULL
	A description of an asset's associations. For example, you might want to describe a computer asset's associations with a network, so the Associations menu list might show names of different LANs. Select an asset association from the menu list.

	Asset
	Asset_History
	
	text
	
	NULL
	This field is used by the Remedy Discovery Service to keep a history of changes to this asset.

	Asset
	Asset_ID_
	HostName
	varchar
	30
	NULL
	Use the Asset ID field to store the identification number of an asset.  Type any unique alphanumeric value in the Asset ID field.  This value is the primary means of identifying the asset.

	Asset
	Assigned_to
	
	varchar
	30
	NULL
	The person who is assigned to the asset

	Asset
	Audit_Trail
	
	text
	
	NULL
	Updated by the system whenever certain changes are made to the Asset record. (Note that not all changes are captured here).

	Asset
	Available_Date
	
	int
	4
	NOT NULL
	The date the asset is available

	Asset
	Backup_Asset_ID
	
	varchar
	30
	NOT NULL
	Use this field to store the ID number of the asset that serves as the backup for this asset

	Asset
	Category
	
	varchar
	50
	NULL
	Use the Category field to choose the asset category to which this asset belongs.  Examples provided are Fixed, Hardware, and Software.  When a value has been selected for the Category field, a value can be selected for the Type field.

	Asset
	Configuration
	
	varchar
	50
	NULL
	Select an appropriate value from the menu list to indicate how this asset is configured.

	Asset
	Create_date
	
	int
	4
	NOT NULL
	Record creation date.

	Asset
	Disposal_Date
	
	int
	4
	NOT NULL
	Use this field to store the date when this asset was disposed of.

	Asset
	Entry_Id
	
	varchar
	15
	NOT NULL
	Unique identifier generated by Remedy.

	Asset
	Facility
	
	varchar
	30
	NULL
	The name of the facility where the asset is located. Select a facility from the menu list.

	Asset
	Fixed_Asset
	
	int
	4
	NOT NULL
	Enter Yes if this asset will be depreciated as fixed or capital equipment.

	Asset
	Floor
	
	varchar
	30
	NOT NULL
	The floor of the building where asset is located

	Asset
	ID+
	
	varchar
	128
	NOT NULL
	Use the Asset ID field to store the identification number of an asset.  Type any unique alphanumeric value in the Asset ID field.  This value is the primary means of identifying the asset. This value is also used to link the asset to any associated component items (AST:Component schema) If you fill in an asset identification number while in Submit mode and press Return, Asset Management workflow checks the database for a duplicate Asset ID. If a duplicate Asset ID is found, an error message is displayed.  If you fill in an asset identification number while in Query mode and press Return, the asset found with that number is displayed immediately in a Modify Individual window.

	Asset
	Installation_Date
	
	int
	4
	NULL
	Use the Installation Date field to list the date the asset was installed.

	Asset
	IP_Address
	IP-Address
	varchar
	32
	NULL
	IP Address of the networked device.

	Asset
	Item
	
	varchar
	50
	NULL
	Use the Item field to choose the specific asset within the selected Type within the selected Category to which this particular asset belongs.  For example, If the Category is Hardware, and the Type is Systems, the items listed on the menu might be Server .

	Asset
	Last_modified_by
	
	varchar
	30
	NOT NULL
	The person who last modified the component.

	Asset
	MAC_Address
	MAC-Address
	varchar
	32
	NULL
	MAC address of the NIC card on the networked device.

	Asset
	Manufacturer_ID_
	
	varchar
	30
	NOT NULL
	Use this field to store the ID number assigned to the manufacturer of this asset in the Company form

	Asset
	Manufacturer_Name
	
	varchar
	32
	NOT NULL
	Use this field to store the name assigned to the manufacturer of this asset in the Company form

	Asset
	Model
	
	varchar
	32
	NOT NULL
	Use this field to store the model number of this asset.

	Asset
	Modified_date
	
	int
	4
	NOT NULL
	The date that the component was last modified.

	Asset
	Name
	
	varchar
	30
	NULL
	Name assigned to an asset. It can be up to 30 characters in length.

	Asset
	Notes
	
	text
	
	NULL
	Use this field to enter comments about the asset.

	Asset
	Number_of_Components
	
	int
	4
	NOT NULL
	This field indicates how many components are linked to this asset. It is filled by an active link that runs when in Display mode.

	Asset
	Part_Number
	
	varchar
	30
	NOT NULL
	Use this field to store the part number assigned to this asset.

	Asset
	Priority
	
	varchar
	50
	NOT NULL
	Use this field to select an appropriate value from the menu list to indicate the priority level assigned to this asset.

	Asset
	Processor
	Manufacturer-Name
	varchar
	32
	NULL
	Processor type (e.g., Intel) from Tivoli Component Table.

	Asset
	Purchase_Date
	
	int
	4
	NOT NULL
	The date the asset was purchased.

	Asset
	Received_Date
	
	int
	4
	NOT NULL
	The date the asset was received.

	Asset
	Region
	
	varchar
	30
	NULL
	Use this field to select the appropriate geographic region in which the asset is located. When a value has been chosen for the region, a value can be selected for the site.

	Asset
	Remote_Address
	
	varchar
	255
	NOT NULL
	Use this field to store the remote address of the asset.

	Asset
	ReturnDate
	
	int
	4
	NOT NULL
	Use this field to store the date when this asset was returned.

	Asset
	Room
	
	varchar
	30
	NOT NULL
	Use this field to specify the room in which the asset is located.

	Asset
	Sales_Tax
	
	float
	28
	NOT NULL
	The amount of sales tax charged to the asset.

	Asset
	Serial_Number
	
	varchar
	30
	NULL
	Use the Serial Number field to store the serial number of an asset.

	Asset
	Short_Description
	
	varchar
	128
	NOT NULL
	The user can select a short description.

	Asset
	Site
	
	varchar
	30
	NOT NULL
	The name of the site where the asset is deployed. Select a site from the menu list.

	Asset
	Status
	
	int
	4
	NOT NULL
	The user can select an item from the menu, as appropriate.

	Asset
	Submitter
	
	varchar
	30
	NULL
	Person Submitting Asset record

	Asset
	Supplier_ID_
	
	varchar
	30
	NOT NULL
	Use this field to store the ID that the supplier of this asset has in the Company form.

	Asset
	Supplier_Name_
	
	varchar
	30
	NOT NULL
	Use this field to store the name of the supplier of this asset in the Company form.

	Asset
	Supported
	
	int
	4
	NOT NULL
	Use this field's menu list values to indicate if this asset is supported.

	Asset
	Type
	
	varchar
	50
	NULL
	Use the Type field to choose the type of assets within the selected Category to which this particular asset belongs.  For example, if Hardware had been selected as the Category, this menu might offer the options of Printers or Systems.

	Asset
	User_ID_
	
	varchar
	69
	NULL
	Use the User ID field to store the identification number of the user as it is defined in the SHR:People schema.

	Asset
	User_Login_Name
	
	varchar
	69
	NULL
	Use the User ID field to store the identification number of the user as it is defined in the SHR:People schema.

	Asset
	User_Name_
	
	varchar
	128
	NOT NULL
	Use this field to store the name of the user as it is defined in the SHR:People schema.

	Asset
	Version_Number
	
	varchar
	30
	NOT NULL
	Use this field to store the version number of this asset, if it has one.

	Asset
	Y2K_Compliant
	
	int
	4
	NULL
	Y2K compliant field contains information on whether this asset is year 2000 compliant or not.


Remedy Fields for AssetLease Table

	AssetLease
	Assigned_to
	
	varchar
	30
	NULL
	The person who is assigned to the lease.

	AssetLease
	Authorized_Callers
	
	varchar
	255
	NULL
	Use this field to list people authorized to call the supplier about this lease.  The choices in the menu list are based on all internal support people entered in the SHR:People form.

	AssetLease
	Component_ID
	
	varchar
	15
	NOT NULL
	The Component ID field is not a required field, but can be used to identify the component. Usually, the value of the Component ID field is the barcode label for the component

	AssetLease
	Create_date
	
	int
	4
	NOT NULL
	Record creation date.

	AssetLease
	Customer_ID
	
	varchar
	255
	NULL
	The customer ID assigned to your company by the supplier.

	AssetLease
	Description
	
	varchar
	128
	NOT NULL
	A detailed summary of this lease.

	AssetLease
	Entry_ID
	
	varchar
	15
	NOT NULL
	Unique field generated by Remedy

	AssetLease
	Expiration_Date
	
	int
	4
	NULL
	The date this lease will expire.

	AssetLease
	Invoice_Number
	
	varchar
	255
	NULL
	Use this field to enter the invoice number of the lease.

	AssetLease
	Last_modified_by
	
	varchar
	30
	NOT NULL
	The person who last modified the lease.

	AssetLease
	Lease_ID_
	
	varchar
	30
	NULL
	The unique ID of this lease

	AssetLease
	Manufacturer_
	
	varchar
	255
	NULL
	The manufacturer name of this asset or component.

	AssetLease
	Model
	
	varchar
	255
	NULL
	The model of this asset or component.

	AssetLease
	Modified_date
	
	int
	4
	NOT NULL
	The date that the lease was last modified.

	AssetLease
	Notes
	
	text
	
	NULL
	Use this field to enter any notes pertaining to this lease.

	AssetLease
	Notification_Contact_
	
	varchar
	255
	NULL
	Use this field to specify the person to be contacted when the lease is going to expire. This person will be notified on the date specified in the Notification Date field

	AssetLease
	Notification_Contact_ID_
	
	varchar
	255
	NULL
	Use this field to specify the ID of person to be contacted when the lease is going to expire. This person will be notified on the date specified in the Notification Date field.

	AssetLease
	Notification_Date
	
	int
	4
	NULL
	The date to notify the contact or group of the expiration date of this support contract

	AssetLease
	Notification_Group_
	
	varchar
	255
	NULL
	Use this field to specify the group to be contacted when the lease is going to expire. This group will be notified on the date specified in the Notification Date field.

	AssetLease
	Part_Number
	
	varchar
	255
	NULL
	Use this field to specify the part number of the asset or component.

	AssetLease
	Planned_End_of_Term_Action
	
	varchar
	255
	NULL
	Use this field to specify the appropriate end-of-term action for this lease when it is pending renewal or expires.

	AssetLease
	Product
	
	varchar
	255
	NULL
	The type of product of this asset or component.

	AssetLease
	Purchase_Date
	
	int
	4
	NULL
	The date this lease was purchased.

	AssetLease
	Purchase_Order_Number
	
	varchar
	128
	NULL
	Use this field to enter the purchase order number of this lease.

	AssetLease
	Purchase_Req_Number
	
	varchar
	15
	NULL
	Use this field to enter the purchase requisition number of this lease.

	AssetLease
	Renewal_Log
	
	text
	
	NULL
	If the status of this contract changes, it is logged automatically in this field.

	AssetLease
	Response_Time
	
	varchar
	255
	NULL
	Enter the response time required by this contract.

	AssetLease
	Schedule
	
	varchar
	30
	NULL
	Use this field to record the unique ID of a lease contract that you would like to track in conjunction with this contract. For example, you might have one asset and two components bought at the same time, from the same supplier, with similar lease contract terms. But if the asset has a different payment schedule from the components, the lease contract for the asset must be entered as a separate record from the lease contract for the components. In such a case, the main lease contract ID might be L123 (covering the asset) and the other lease contract ID could be L123-A (covering the components). Use this field to enter the ID of the main lease contract (in this case, L123) in the Schedule field of the lease contract with the ID L123-A. In the main lease contract record, leave this field blank

	AssetLease
	Start_Date
	
	int
	4
	NULL
	The date this lease starts

	AssetLease
	Status
	
	int
	4
	NOT NULL
	The status of this lease.

	AssetLease
	Submitter
	
	varchar
	30
	NULL
	Person Submitting the lease record

	AssetLease
	Supplier_Contact
	
	varchar
	255
	NULL
	The person to contact for this supplier

	AssetLease
	Supplier_Hotline
	
	varchar
	255
	NULL
	The phone number to use when contacting this supplier in urgent cases

	AssetLease
	Supplier_ID_
	
	varchar
	30
	NULL
	The unique ID of the supplier of this lease.

	AssetLease
	Supplier_Name_
	
	varchar
	60
	NULL
	The supplier of this lease

	AssetLease
	Supplier_Phone
	
	varchar
	255
	NULL
	The phone number to use when contacting this supplier

	AssetLease
	Terms
	
	text
	
	NULL
	The terms and conditions of this lease.

	AssetLease
	Type
	
	varchar
	255
	NULL
	Use this field to choose the type of lease for this entry

	AssetLease
	Units
	
	int
	4
	NULL
	The unit type on which the supplier's leasing rates are based.


Remedy Fields for AssetWarranty Table

	AssetWarranty
	Assigned_to
	
	varchar
	30
	NULL
	The person who is assigned to the warranty.

	AssetWarranty
	Component_ID
	
	varchar
	15
	NOT NULL
	The Component ID field is not a required field, but can be used to identify the component. Usually, the value of the Component ID field is the barcode label for the component

	AssetWarranty
	Create_date
	
	int
	4
	NOT NULL
	Record creation date.

	AssetWarranty
	Customer_ID
	
	varchar
	30
	NULL
	The customer ID assigned to your company by the supplier.

	AssetWarranty
	Description
	
	varchar
	128
	NOT NULL
	A detailed summary of this warranty contract.

	AssetWarranty
	Entry_ID
	
	varchar
	15
	NOT NULL
	Unique field generated by Remedy

	AssetWarranty
	Expiration_Date
	
	int
	4
	NULL
	The date this support contract expires.

	AssetWarranty
	Invoice_Number
	
	varchar
	64
	NULL
	Use this field to enter the invoice number of the contract.

	AssetWarranty
	Last_modified_by
	
	varchar
	30
	NOT NULL
	Use this field to enter the invoice number of the contract.

	AssetWarranty
	Manufacturer_
	
	varchar
	255
	NULL
	The person who last modified the contract.

	AssetWarranty
	Model
	
	varchar
	32
	NULL
	The model of this asset or component.

	AssetWarranty
	Modified_date
	
	int
	4
	NOT NULL
	The date that the contract was last modified.

	AssetWarranty
	Notes
	
	text
	
	NULL
	Use this field to enter any notes pertaining to this contract

	AssetWarranty
	Notification_Contact_
	
	varchar
	255
	NULL
	Use this field to specify the person to be contacted when the warranty is going to expire. This person will be notified on the date specified in the Notification Date field

	AssetWarranty
	Notification_Contact_ID_
	
	varchar
	255
	NULL
	Use this field to specify the ID of person to be contacted when the lease is going to expire. This person will be notified on the date specified in the Notification Date field.

	AssetWarranty
	Notification_Date
	
	int
	4
	NULL
	The date to notify the contact or group of the expiration date of this support contract

	AssetWarranty
	Notification_Group_
	
	varchar
	255
	NULL
	Use this field to specify the group to be contacted when the warranty is going to expire. This group will be notified on the date specified in the Notification Date field.

	AssetWarranty
	Part_Number
	
	varchar
	255
	NULL
	Use this field to specify the part number of the asset or component.

	AssetWarranty
	Product
	
	varchar
	255
	NULL
	The type of product of this asset or component.

	AssetWarranty
	Purchase_Order_Number
	
	varchar
	128
	NULL
	Use this field to enter the purchase order number of this contract.

	AssetWarranty
	Purchase_Req_Number
	
	varchar
	15
	NULL
	Use this field to enter the purchase requisition number of this contract.

	AssetWarranty
	Start_Date
	
	int
	4
	NULL
	The date this contract starts.

	AssetWarranty
	Status
	
	int
	4
	NOT NULL
	The status of this contract.

	AssetWarranty
	Submitter
	
	varchar
	30
	NULL
	Person Submitting the contract record

	AssetWarranty
	Supplier_Contact
	
	varchar
	255
	NULL
	The person to contact for this supplier

	AssetWarranty
	Supplier_Hotline
	
	varchar
	255
	NULL
	The phone number to use when contacting this supplier in urgent cases

	AssetWarranty
	Supplier_ID_
	
	varchar
	30
	NULL
	The unique ID of the supplier of this contract.

	AssetWarranty
	Supplier_Name_
	
	varchar
	60
	NULL
	The supplier of this contract.

	AssetWarranty
	Supplier_Phone
	
	varchar
	255
	NULL
	The phone number to use when contacting this supplier

	AssetWarranty
	Terms
	
	text
	
	NULL
	The terms and conditions of this contract.

	AssetWarranty
	Warranty_ID_
	
	varchar
	30
	NULL
	The unique ID of this warranty.

	AssetWarranty
	Warranty_Type
	
	varchar
	255
	NULL
	Use the Contract type field to choose the type of warranty for this warranty entry. Examples provided are one year, six months.


Remedy Fields for ATRRS Table

	ATRRS
	AttendanceHrsRequired
	
	float
	8
	NULL
	Hours required for attendance of course

	ATRRS
	AttendanceSchedule
	
	char
	100
	NULL
	Schedule of hours for attendance

	ATRRS
	CELVL
	
	char
	10
	NULL
	Use this field to choose the education level of the student.

	ATRRS
	Clearance
	
	char
	10
	NULL
	Clearance status of student

	ATRRS
	CLS
	
	char
	10
	NULL
	ATTRS Class Number

	ATRRS
	CourseMgr
	
	char
	40
	NULL
	Type in the full name of the course manager.

	ATRRS
	CourseMgrEmail
	
	char
	40
	NULL
	Course Managers e-mail address

	ATRRS
	CourseMgrPhone
	
	char
	30
	NULL
	Course Manager’s Phone Number

	ATRRS
	CRS
	
	char
	20
	NULL
	ATTRS Course Number

	ATRRS
	Disabilities
	
	tinyint
	1
	NULL
	Yes or No

	ATRRS
	DOB
	
	datetime
	8
	NULL
	Date of Birth of student

	ATRRS
	DSN
	
	char
	30
	NULL
	Defense Switch Network

	ATRRS
	DTF
	
	int
	4
	NULL
	Designated Training Facility (a.k.a. classroom) must be within 50-mile radius of duty location.

	ATRRS
	DTFCompletionDate
	
	datetime
	8
	NULL
	Completion date of DTF

	ATRRS
	DtfMgr
	
	char
	40
	NULL
	DTF Manager’s full name

	ATRRS
	DtfMgrEmail
	
	char
	40
	NULL
	DTF’s e-mail address

	ATRRS
	DtfMgrPhone
	
	char
	30
	NULL
	DTF’s Phone Number

	ATRRS
	DTFStartDate
	
	datetime
	8
	NULL
	Start date of DTF

	ATRRS
	DutyPosition
	
	char
	40
	NULL
	Duty position of Student

	ATRRS
	Email
	
	char
	40
	NULL
	Email address of student

	ATRRS
	FAX
	
	char
	30
	NULL
	Fax number for student

	ATRRS
	Fname
	
	char
	35
	NULL
	First name of student

	ATRRS
	FY
	
	char
	4
	NULL
	Fiscal year

	ATRRS
	Gender
	
	char
	1
	NULL
	Male or Female

	ATRRS
	Grade
	
	int
	4
	NULL
	18-Jan

	ATRRS
	HomeCity
	
	char
	40
	NULL
	Home city of student

	ATRRS
	HomeCountry
	
	char
	40
	NULL
	Home country of student

	ATRRS
	HomePhone
	
	char
	30
	NULL
	Home phone number of student

	ATRRS
	HomeState
	
	char
	40
	NULL
	Home state of student

	ATRRS
	HomeStreet
	
	char
	40
	NULL
	Home street address of student

	ATRRS
	HomeZip
	
	char
	10
	NULL
	Home zip code of student

	ATRRS
	Instructor
	
	char
	40
	NULL
	Instructor’s full name

	ATRRS
	InstructorEmail
	
	char
	40
	NULL
	Instructor’s e-mail address

	ATRRS
	InstructorPhone
	
	char
	30
	NULL
	Instructor’s Phone number

	ATRRS
	Ldate
	
	datetime
	8
	NULL
	Date record was last updated

	ATRRS
	Lname
	
	char
	35
	NULL
	Last name of student

	ATRRS
	Milspec
	
	char
	10
	NULL
	Skill Code (Mos., Branch, Civilian Series)

	ATRRS
	Mname
	
	char
	35
	NULL
	Middle name of student

	ATRRS
	Odate
	
	datetime
	8
	NULL
	Date of original record

	ATRRS
	PayPlan
	
	char
	10
	NULL
	E. O. W. GS. GM. Etc.

	ATRRS
	Phase
	
	char
	10
	NULL
	Level of course module

	ATRRS
	PIN
	
	char
	10
	NULL
	Alphanumeric ATTRS generated access code. Can be used to assist in verifying a student’s identification.

	ATRRS
	Resstat
	
	char
	1
	NULL
	Reservation status

	ATRRS
	ResTime
	
	datetime
	8
	NULL
	Reservation --

	ATRRS
	SCH
	
	char
	10
	NULL
	ATTRS School Code

	ATRRS
	SeatAvailable
	
	tinyint
	1
	NULL
	Number of seats available 

	ATRRS
	SME
	
	char
	40
	NULL
	Subject matter expert

	ATRRS
	SmeEmail
	
	char
	40
	NULL
	Subject matter expert’s E-mail address

	ATRRS
	SmePhone
	
	char
	30
	NULL
	Subject matter expert’s Phone number

	ATRRS
	SocSecNum
	
	char
	11
	NULL
	Social Security number of student

	ATRRS
	SupEmail
	
	char
	40
	NULL
	Student’s supervisor’s e-mail address.

	ATRRS
	Supervisor
	
	char
	40
	NULL
	Name of student’s supervisor

	ATRRS
	SupPhone
	
	char
	30
	NULL
	Student’s supervisor’s phone number

	ATRRS
	SVCDSG
	
	char
	1
	NULL
	Service designator (e.g., Army, Navy, Reserve, etc.)

	ATRRS
	TransCode
	
	char
	1
	NULL
	Transaction Code (R=reservation, W=wait, C=Cancel, U=update)

	ATRRS
	UnitCity
	
	char
	40
	NULL
	City where unit is located

	ATRRS
	UnitCountry
	
	char
	40
	NULL
	Country where unit is located

	ATRRS
	UnitPhone
	
	char
	30
	NULL
	Phone number of unit

	ATRRS
	UnitState
	
	char
	40
	NULL
	State where unit is located

	ATRRS
	UnitStreet
	
	char
	40
	NULL
	Street where unit is located

	ATRRS
	UnitZip
	
	char
	10
	NULL
	Zip where unit is located


Remedy Fields for Change Table

	Change
	Actual_Duration_(in_hours)
	
	float
	8
	NULL
	Use the Actual Duration field to indicate the actual duration (in hours) of implementing the change. This field is filled in automatically when the Status field is changed to Resolved.

	Change
	Actual_End_Date
	
	int
	4
	NULL
	Use the Actual End Date field to indicate the date the change was implemented. This field is filled in automatically when the Status field is changed to Resolved.

	Change
	Actual_Start_Date
	
	int
	4
	NULL
	Use the Actual Start Date field to indicate the date the change actually started. This field is filled in automatically when the Status field is changed to In Progress.

	Change
	Approval_Status
	
	int
	4
	NULL
	Approval Status is set by the Support staff if Approval is needed.  No workflow is connected to this field. It is for information only.

	Change
	Assignee_Login_Name
	
	varchar
	30
	NULL
	The login name of the person assigned to the change request.

	Change
	Assignee_Manager_Full_Name
	
	varchar
	128
	NULL
	The manager’s full name of the assigned person to the change request

	Change
	Assignee_Manager_Login
	
	varchar
	30
	NULL
	The login name of the manager of the person assigned to the change request.

	Change
	Audit
	
	text
	
	NULL
	This field tracks changes in status for the change request.

	Change
	Auto-close_Days
	
	int
	4
	NULL
	When the Help Desk staff sets the Status to Resolved, a notification is sent to the requester saying that the case will be automatically close in “x” days, where “x” is the value in the Auto-close Days field. 

	Change
	Auto-close_Time
	
	int
	4
	NULL
	When the Support staff sets the Status to Resolved, a notification is sent to the requester saying that the case will be automatically closed in “x” days, where “x” is the value in the Auto-close Days field. 

	Change
	Category
	
	varchar
	50
	NULL
	The category of the change request. Select a category from the menu list.

	Change
	Change_ID
	
	varchar
	15
	NOT NULL
	The change request’s ID number.

	Change
	Closure_Code
	
	int
	4
	NULL
	The closure code for the change request. Select a closure code from the menu list.

	Change
	Confirm_Resolution
	
	int
	4
	NULL
	When the Change’s status is resolved, the requester selects from this field to either close the change or reopen it. If Close change is selected, then the Status is set to Closed and the Closure Code is set to Successful.

	Change
	Create-Date
	
	int
	4
	NOT NULL
	The date the change request was created.

	Change
	Department
	
	varchar
	30
	NULL
	The name of the department where the local change request will take place. Select a department from the menu list.

	Change
	Description
	
	text
	
	NULL
	A detailed summary of the change request.

	Change
	Escalated?
	
	int
	4
	NULL
	Indicates whether the entry is in an escalated state.

	Change
	Facility
	
	varchar
	30
	NOT NULL
	The name of the facility where the change is requested from. Select a facility from the menu list.

	Change
	Hotlist
	
	int
	4
	NULL
	Indicates if this is a hotlist item

	Change
	Implementor_Group+
	
	varchar
	30
	NULL
	The group of implementers automatically assigned to the change task.

	Change
	Item
	
	varchar
	50
	NULL
	The item further defines the categorization of the change request. The Item menu list dynamically changes based on the value entered in Type. Select an item from the menu list.

	Change
	Last-modified-by
	
	varchar
	30
	NOT NULL
	The AR system login name of the person who last modified the change request.

	Change
	Modified-Date
	
	int
	4
	NOT NULL
	The date the change request was last modified.

	Change
	Number_of_Tasks
	
	int
	4
	NULL
	The Number of Tasks field indicates how many tasks are linked to this Change Request. This field is filled by an active link that fires on display. ALWAYS MAKE THIS HIDDEN since we cannot always guarantee that the number in this field is valid.

	Change
	Office
	
	varchar
	50
	NULL
	The office number for the user contacting the help desk. This is used to track location. No workflow is associated with this field.

	Change
	Orig_Submitter
	
	varchar
	30
	NULL
	The person who originally submitted the change request.

	Change
	Pending
	
	int
	4
	NULL
	The code for what is pending to complete the change request. Select a pending code from the menu list.

	Change
	Phone_Number
	
	varchar
	30
	NULL
	The change requester’s phone number.

	Change
	Planned_Duration_(in_hours)
	
	float
	8
	NULL
	Use the Planned Duration (in hours) field to list the planned duration of implementing the change.

	Change
	Planned_End_Date
	
	int
	4
	NULL
	Use the Planned End Date field to indicate the date the change is planned to end.

	Change
	Planned_Start_Date
	
	int
	4
	NULL
	Use the Planned Start Date field to indicate the date the change is planned to start.

	Change
	Plans
	
	text
	
	NULL
	The plans for supervising the change request.

	Change
	Prev_Assignee_Full_Name
	
	varchar
	128
	NULL
	Name of person previously assigned this change request

	Change
	Prev_Assignee_Login
	
	varchar
	30
	NULL
	User Name of person previously assigned this change request

	Change
	Priority
	
	int
	4
	NULL
	This is the priority the Help Desk staff has defined for the case. The Priority determines when the case gets escalated and allows the Help Desk staff member to set priorities within the workload.

	Change
	Region
	
	varchar
	30
	NOT NULL
	Use this field to select the appropriate geographic region in which the change request is located. When a value has been chosen for the region, a value can be selected for the site

	Change
	Request_Manager_to_Reassign
	
	int
	4
	NULL
	Request Reassignment. The Assigned To Individual changes this field to Yes if he wants to automatically notify the manager that he requests reassignment. The manager can then reassign the entry (or not), and change the Request Reassignment back to No.

	Change
	Request_Urgency
	
	int
	4
	NULL
	The urgency of the change request. Select an urgency code from the menu list.

	Change
	Requested_Completion_Date_
	
	int
	4
	NULL
	The date requested for the change request to be complete.

	Change
	Requester_ID
	
	varchar
	30
	NULL
	The change requester’s ID number. After you enter the ID number, the system automatically fills in other fields.

	Change
	Requester_Login_Name+
	
	varchar
	30
	NULL
	The change requester’s login name.

	Change
	Requester_Name
	
	varchar
	128
	NULL
	The change requester’s name. After you enter the name, the system automatically fills in other fields.

	Change
	Risk
	
	int
	4
	NULL
	This represents the anticipated Risk for this Change Request.

	Change
	Risks/Benefits_Comments
	
	text
	
	NULL
	Risks and Benefits comments for Change Request.

	Change
	Scope
	
	int
	4
	NULL
	The scope of the change request, either global or local. If you select local, you must complete the Region, Site, and Department fields before submitting.

	Change
	Site
	
	varchar
	30
	NOT NULL
	The name of the site where the local change request will take place. Select a site from the menu list.

	Change
	Status
	
	int
	4
	NOT NULL
	The status of the change request.

	Change
	Submitted_By
	
	varchar
	30
	NULL
	The person requesting the change request.

	Change
	Summary
	
	varchar
	128
	NOT NULL
	A brief summary of the change request.

	Change
	Supervisor_Group+
	
	varchar
	30
	NULL
	The group of supervisors automatically assigned to the change request.

	Change
	Supervisor_Name_
	
	varchar
	128
	NULL
	The name of the person supervising the change request.

	Change
	Type
	
	varchar
	50
	NULL
	The type further defines the categorization of the change request. The Type menu list dynamically changes based on the value entered in Category. Select a type from the menu list.

	Change
	Work_Log
	
	text
	
	NULL
	A summary of the work done on the change request.


Remedy Fields for Component Table

	Component
	Assigned_to
	
	varchar
	30
	NULL
	The person assigned to the changed request

	Component
	Audit_Trail
	
	text
	
	NULL
	After you submit the component entry, this field is updated as defined by your organization.

	Component
	Available_Date
	
	int
	4
	NULL
	Use this field to store the date the component was available.

	Component
	BIOS_Date
	BIOS-Date
	varchar
	16
	NULL
	BIOS Release Date

	Component
	BIOS_ID_Bytes
	BIOS-ID-Bytes
	varchar
	16
	NULL
	BIOS ID Bytes 

	Component
	Card_BIOS_RelDate
	Card_BIOS_RelDate
	varchar
	32
	NOT NULL
	Video card BIOS release date

	Component
	Card_Colors
	Card_Colors
	varchar
	32
	NULL
	Number of colors video card can display.

	Component
	Card_DAC
	Card_DAC
	varchar
	32
	NULL
	Video DAC type.

	Component
	Card_Memory
	Card_Memory
	varchar
	32
	NULL
	Video memory size.

	Component
	Card_Resolution
	Card_Resolution
	varchar
	32
	NULL
	Video resolution.

	Component
	Card_Type
	Card_Type
	Int
	8
	NULL
	Type of Video card

	Component
	CARD-Video-BIOS
	Video_Card_BIOS
	varchar
	64
	NULL
	Video Card BIOS Description

	Component
	Category
	
	varchar
	50
	NULL
	This field shows the category to which the component belongs. Select a category from the menu list.

	Component
	Component_ID
	
	varchar
	30
	NULL
	The Component ID field is not a required field, but can be used to identify the component. Usually, the value of the Component ID field is the barcode label for the component.

	Component
	Component_Type
	ComponentType
	varchar
	32
	NULL
	This field stores the type of component.

	Component
	ConfigChangeType
	
	
	
	
	

	Component
	ConfigChangeTime
	
	
	
	
	

	Component
	Create_date
	
	int
	4
	NOT NULL
	Record creation date

	Component
	Current_State
	
	int
	4
	NULL
	The user can select an item from the menu, as appropriate: Ordered – A purchase order has been issued for the component. Received – The component has been received but not yet assembled/installed. Being Assembled – The component is being assembled/installed Deployed – The component is assembled/installed and is available for use. In Repair – The component has been removed for repair. Down – The component is inoperative at this time. End of Life – The component has been fully depreciated and no longer carries book value, or the component is damaged irreparably. Transferred – The component has changed ownership Delete – The entry for this component has been deleted.  (clear)

	Component
	Entry_Id
	
	varchar
	15
	NOT NULL
	Unique identifier generated by Remedy

	Component
	Facility
	
	varchar
	30
	NULL
	The name of the facility where the component is deployed. Select a facility from the menu list.

	Component
	FD_Type
	FD-Type
	varchar
	16
	NULL
	Floppy Drive type

	Component
	File_Date_Time
	FileDateTime
	varchar
	10
	NOT NULL
	Software file time (unknown software only)

	Component
	File_Name
	FileName
	varchar
	32
	NOT NULL
	Software file name (all software)

	Component
	File_Size
	FileSize
	int
	4
	NOT NULL
	Software file size (all software)

	Component
	HD_Cylinders
	HD-Cylinders
	int
	4
	NULL
	Number of hard disk cylinders

	Component
	HD_Heads
	HD-Heads
	int
	4
	NULL
	Number of disk drive heads

	Component
	HD_Sectors
	HD-Sectors
	int
	4
	NULL
	Number of hard disk sectors

	Component
	HD_Seek_Time
	HD-Seek-Time
	int
	4
	NULL
	Hard disk average seek time

	Component
	HD_Serial_Number
	HD-SerialNumber
	varchar
	32
	NULL
	Hard disk serial number.

	Component
	HD_Size
	HD-Size
	int
	4
	NULL
	Hard disk size in MB

	Component
	HD_Speed
	HD-Access-Speed
	int
	4
	NULL
	Hard Drive speed

	Component
	Installation_Date
	
	int
	4
	NULL
	Use the Installation Date field to store the date the asset was installed.

	Component
	Item
	
	varchar
	50
	NULL
	The Item field further categorizes the component within the selected Category and Type. The Item menu list dynamically changes based on the value selected for Type. Select an item from the menu list.

	Component
	Last_modified_by
	
	varchar
	30
	NOT NULL
	Name of user who last modified record

	Component
	Main_Asset_ID_
	
	varchar
	30
	NULL
	Use the Asset ID field to store the identification number of the main asset to which this component is linked. This value is the primary means of identifying the link between the component and main asset.

	Component
	Manufacturer_Name
	
	varchar
	32
	NULL
	The manufacturer of the component.

	Component
	Memory
	Physical-Memory-KB
	int
	4
	NULL
	Memory Size in KB

	Component
	Mfg__ID_2
	
	varchar
	30
	NULL
	Use this field to store the ID number assigned to the 2nd manufacturer of this component in the Company form.

	Component
	Mfg_Name_2
	
	varchar
	60
	NULL
	The name of the 2nd manufacturer.

	Component
	Model
	Model
	varchar
	32
	NULL
	Computer Model identification

	Component
	Modified_date
	
	int
	4
	NOT NULL
	This field stores the date that the component entry was last modified.

	Component
	Monitor_Size
	MON-Size
	varchar
	16
	NULL
	Size of monitor

	Component
	Mouse_Buttons
	Mouse_Buttons
	Int
	4
	NULL
	Number of buttons on mouse

	Component
	Mouse_Driver_Version
	Mouse_Driver_Version
	varchar
	16
	NULL
	Version of mouse driver

	Component
	Mouse_Interrupt_Line
	Mouse_Interrupt_Line
	varchar
	16
	NULL
	Interrupt line mouse is using

	Component
	Name
	
	varchar
	30
	NULL
	Component Name

	Component
	Notes
	
	text
	
	NULL
	Use this field to enter comments about the component.

	Component
	NT_Version
	
	varchar
	32
	NULL
	The version of Windows NT.

	Component
	Ownership_Type
	
	int
	4
	NULL
	Select an option from the menu list to indicate the type of ownership for the component.

	Component
	Part_Number
	
	varchar
	30
	NULL
	The Part Number field identifies the part number assigned by the manufacturer for this component. This field may or may not be used.

	Component
	Port_BaseAddress
	Port_BaseAddress
	varchar
	16
	NOT NULL
	Base Address of Port

	Component
	Port_Number
	Port_Number
	varchar
	8
	NULL
	Port number

	Component
	Port_Type
	Port_Type
	varchar
	8
	NULL
	Type of Port

	Component
	Purchase_Date
	
	int
	4
	NULL
	The date the component was purchased.

	Component
	Received_Date
	
	int
	4
	NULL
	The date the component was received.

	Component
	Region
	
	varchar
	30
	NULL
	Use this field to select the appropriate geographic region in which the component is located. When a value has been chosen for the region, a value can be selected for the site

	Component
	Return_Date
	
	int
	4
	NULL
	Use this field to store the date the component was returned.

	Component
	Serial_Number
	
	varchar
	30
	NULL
	Use the Serial Number field to store the serial number of the component.

	Component
	Short_Description
	
	varchar
	128
	NOT NULL
	A short description of this particular component.

	Component
	Site
	
	varchar
	30
	NULL
	The name of the site where the component is deployed. Select a site from the menu list.

	Component
	Status
	
	int
	4
	NOT NULL
	This field shows all the valid status that a component can have.

	Component
	Submitter
	
	varchar
	30
	NULL
	Person Submitting Component record

	Component
	Supplier_ID_2
	
	varchar
	30
	NULL
	This field can be used to enter the ID number of the company that supplied this component.

	Component
	Supplier_Name_2
	
	varchar
	60
	NULL
	This field can be used to enter the name of the company that supplied this component.

	Component
	Supported
	
	int
	4
	NULL
	Use this field to indicate if there is technical support available for this component.

	Component
	Terms___Condition
	
	varchar
	255
	NULL
	These are the terms and conditions for this particular component.

	Component
	Type
	
	varchar
	50
	NULL
	The Type field further categorizes the component within the selected Category. The Type menu list dynamically changes based on the value selected for Category. Select a type from the menu list.

	Component
	User_ID
	
	varchar
	128
	NULL
	Use the User ID field to store the identification number of the user, as defined in the COMMON:PeopleInformation form.

	Component
	User_Name
	
	varchar
	128
	NULL
	Use the User Name field to store the name of the person using the main asset. This name is pulled from the COMMON:PeopleInformation form.

	Component
	Version
	
	varchar
	30
	NULL
	The Version field can be used to enter the version of the software package installed on the main asset.

	Component
	Y2K_Compliant
	
	int
	4
	NULL
	Y2K compliant field contains information on whether this asset is year 2000 compliant or not.


Remedy Fields for Courses Table

	Courses
	CourseCode
	
	varchar
	10
	NULL
	Unique ID for this particular course.

	Courses
	CourseDescription
	
	varchar
	32
	NULL
	Use this field to describe the course content.


Remedy Fields for Help Desk Table

	HelpDesk
	Accounting_Code
	
	varchar
	30
	NULL
	Use this field to store the number used by accounting for this asset.

	HelpDesk
	Actual_End_Date
	
	int
	4
	NULL
	The actual date that the help desk case is complete.

	HelpDesk
	Actual_Start_Date
	
	int
	4
	NULL
	The actual date that work started on the help desk case.

	HelpDesk
	Arrival_Time
	
	int
	4
	NOT NULL
	The time/date this case was submitted.

	HelpDesk
	Assign_Time
	
	int
	4
	NULL
	This field contains the time stamp defining when the case was last assigned to the Assigned To Group or the Assigned To Individual specified. If the case is first assigned to a group, the Assign Time reflects that time. If a help desk staff member assigns the case to an Individual, the Assign Time is updated to reflect this time.

	HelpDesk
	Assigned_To_Group_
	
	varchar
	128
	NULL
	This field holds the name of the Support group to which the case is assigned.

	HelpDesk
	Assigned_To_Individual_
	
	varchar
	128
	NULL
	This field holds the name of the Support person (staff member) to whom the case is assigned.

	HelpDesk
	Assignee_Login_Name
	
	varchar
	30
	NULL
	This field contains the Login Name of the person to whom the entry is assigned. For example, Francie Frontline might have the login name of “ffrontli”.

	HelpDesk
	Assignee_Manager_Full_Name
	
	varchar
	128
	NULL
	This field holds the name of the Manager responsible for the case.

	HelpDesk
	Assignee_Manager_Login
	
	varchar
	30
	NULL
	Holds the electronic (Login) name of the Manager assigned to the request.

	HelpDesk
	Audit_Trail
	
	text
	
	NULL
	The Audit field keeps track of all actions taken on this Help Desk case.

	HelpDesk
	Auto_close_Days
	
	int
	4
	NULL
	When the Help Desk staff sets the Status to Resolved, a notification is sent to the requester saying that the case will be closed automatically in “x” days, where “x” is the value in this Auto-close Days field.

	HelpDesk
	Auto_close_Time
	
	int
	4
	NULL
	The value for this field is created using a PROCESS set fields action in the filter HPD:HPD-SetAutoCloseTime. Refer to the filter helptext to see when this field is set.

	HelpDesk
	Auto_End_Time
	
	int
	4
	NULL
	Time the request was ended

	HelpDesk
	Auto_Start_Time
	
	int
	4
	NULL
	Time the request was started

	HelpDesk
	Case_Category___Type___Item
	
	varchar
	120
	NULL
	This field is used during Web submission.

	HelpDesk
	Case_ID_
	
	varchar
	15
	NOT NULL
	This field holds the unique numeric identifier for this entry

	HelpDesk
	Case_Type
	
	int
	4
	NULL
	This selection menu identifies the type of case:

Problem – specific problem encountered. For example, the requester cannot connect to the network.

Question – general information question. For example, how to print from an application.

Request – request to perform some service. For example, install new hardware or software.

If no value is supplied for this field, it defaults to Problem

	HelpDesk
	Category
	
	varchar
	50
	NULL
	This menu field offers the requester the option to choose the category of the problem, e.g., hardware, plumbing, software, etc.

	HelpDesk
	Closure_Code
	
	int
	4
	NULL
	The Closure Code field is a menu listing the relative success of the attempted solution. Selections can include Successful, Successful with Problems, Unsuccessful, Automatically closed, and Clear.

	HelpDesk
	Confirm_Resolved_Case
	
	int
	4
	NULL
	When the Case’s status is resolved, the requester selects from this field to either close the case or reopen it. If Close Case is selected, then the Status is set to Closed and the Closure Code is set to Successful.

	HelpDesk
	Create_Time
	
	int
	4
	NULL
	The time/date this case was created when the requester first opens a new case form.

	HelpDesk
	Description
	
	text
	
	NULL
	Record the details of the case in this field.

	HelpDesk
	Dup_ID_
	
	varchar
	15
	NULL
	This field contains the Case ID of the original case if the current case is considered a duplicate. If the case is the original case, this field contains the word “Original”. The current case is resolved when the original is resolved.

	HelpDesk
	Entry_ID
	
	varchar
	15
	NOT NULL
	Unique identifier generated by Remedy

	HelpDesk
	Escalate_Time
	
	int
	4
	NULL
	This field is populated with the time stamp defining when the case will be escalated. This time is determined by the values in the Hotlist? and Impact fields in the HPD:EscalateTime form

	HelpDesk
	Escalated_
	
	int
	4
	NULL
	Indicates if the request has been escalated.

	HelpDesk
	Estimated_Total_Time
	
	int
	4
	NULL
	The total time estimated to complete the help desk case.

	HelpDesk
	Facility
	
	varchar
	30
	NOT NULL
	The facility of the person entering a help desk case. Select a facility from the menu list.

	HelpDesk
	Hotlist
	
	int
	4
	NULL
	Indicates if the request has been escalated.

	HelpDesk
	Hours_to_resolve
	
	float
	8
	NULL
	Number of hours taken to resolve this item

	HelpDesk
	Item
	
	varchar
	50
	NULL
	Once the Type has been chosen, this menu allows the submitter to choose a specific item. For example, if the Category is Employee Services, and the Type is Human Resources, the Item might be Benefits.

	HelpDesk
	Last-Modified-By
	
	varchar
	30
	NOT NULL
	This field contains the full name of the last person to modify this entry.

	HelpDesk
	Modified_Time
	
	int
	4
	NOT NULL
	This field contains the most recent date on which the entry was modified.

	HelpDesk
	Office
	
	varchar
	50
	NULL
	The office number for the user contacting the help desk. This is used to track location. No workflow is associated with this field.

	HelpDesk
	Orig_Submitter
	
	varchar
	30
	NULL
	Name of user who originally submitted

	HelpDesk
	Palm_Status
	
	varchar
	15
	NULL
	The SLA Entry ID field holds the unique identifier for the SLA entry.

	HelpDesk
	Pending
	
	int
	4
	NULL
	The Pending Menu field offers reasons for a delay in successful completion of the entry. These can include:  Parts and Requester Information.

	HelpDesk
	Phone_Number
	
	varchar
	30
	NULL
	This field holds the Requester’s phone number.

	HelpDesk
	Prev_Assignee_Full_Name
	
	varchar
	128
	NULL
	Holds the name of the technician previously assigned to the request.

	HelpDesk
	Prev_Assignee_Login
	
	varchar
	30
	NULL
	Holds the electronic (Login) name of the technician previously assigned to the request.

	HelpDesk
	Priority
	
	int
	4
	NULL
	The priority that the help desk staff has defined for the case. The Priority determines when the case gets escalated and allows the help desk staff member to set priorities within the workload.

	HelpDesk
	Region
	
	varchar
	30
	NULL
	Use this field to select the appropriate geographic region in which the problem is located. When a value has been chosen for the region, a value can be selected for the site

	HelpDesk
	Request_Manager_to_Reassign
	
	int
	4
	NULL
	The Assigned To Individual changes this field to Yes to notify the manager automatically of a requested reassignment. The manager can then reassign the entry (or not), and move the Request Reassignment back to No.

	HelpDesk
	Request_Urgency
	
	int
	4
	NULL
	In this field, the Requester indicates how urgent the problem is.

	HelpDesk
	Requested_Completion_Date
	
	varchar
	30
	NULL
	The date requested for the help desk case to be complete.

	HelpDesk
	Requester_ID_
	
	varchar
	30
	NULL
	This field holds the Requester’s numeric Identification.

	HelpDesk
	Requester_Login_Name_
	
	varchar
	30
	NULL
	This field holds the electronic (Login) Name assigned to the Requester.

	HelpDesk
	Requester_Name_
	
	varchar
	128
	NULL
	This field holds the Requester’s Full Name.

	HelpDesk
	Resolution_Method
	
	varchar
	255
	NULL
	Description of the method used to resolve the problem

	HelpDesk
	Resolved_Time
	
	int
	4
	NULL
	Records the time that the case’s Status was changed to Resolved

	HelpDesk
	Root_Cause
	
	varchar
	255
	NULL
	Description of the root cause of the problem

	HelpDesk
	Scope
	
	int
	4
	NULL
	The scope of the help desk case, either global or local.

	HelpDesk
	Search_Keyword
	
	varchar
	50
	NULL
	This field is used to narrow the query. It is used with the List Similar Cases (from the toolbar/menu) and List Solutions (from the Solution button) features.  For the List Similar Cases feature, the Short Description and Details fields in HPD-HelpDesk are searched for an instance of the Search Keyword. For the List Solutions feature, the Short Description, Detailed Description, Solution Summary, and Solution Details fields are searched for an instance of the Search Keyword

	HelpDesk
	ServiceWareSolutionID
	
	varchar
	30
	NULL
	Service Ware Solution ID

	HelpDesk
	Site
	
	varchar
	30
	NULL
	The site of the person entering a help desk case. Select a site from the menu list.

	HelpDesk
	Solution_Description
	
	text
	
	NULL
	The Possible Solutions field has a menu attached which queries the HPD:Solutions form for all Current solutions with matching Category, Type, and Item values. The menu displays the corresponding Solution Summaries.

	HelpDesk
	Solution_Summary
	
	varchar
	128
	NULL
	The Possible Solutions field has a menu attached which queries the HPD:Solutions form for all Current solutions with matching Category, Type, and Item values. The menu displays the corresponding Solution Summaries.

	HelpDesk
	Source
	
	int
	4
	NULL
	This field represents the method by which this case entered the system.1.Phone – The case was taken by a member of the help desk  staff over the phone. 2.Requester – The requester submitted the case directly using the Action Request System. 3.Email – The case was received via an email submission. 4.Web – The requester submitted the case via a web browser. 5.NMP – The case was submitted based on a defined event within Network Management Platform software. 6.If no selection is made, the field defaults to Phone.

	HelpDesk
	Status
	
	int
	4
	NOT NULL
	This menu field contains status possibilities, e.g.,’New’,’Assigned’,’Work In Progress’,’Pending’,’Resolved’, or ‘Closed’. 

	HelpDesk
	Submitted_By
	
	varchar
	30
	NULL
	This field contains the full name of the person who submitted the entry.

	HelpDesk
	Summary
	
	varchar
	128
	NOT NULL
	This field allows the Requester to enter a 1 or 2 line summary of the problem.

	HelpDesk
	Time_Spent__minutes
	
	int
	4
	NULL
	Use this field to enter the amount of time (in minutes) spent during this session working on this case. This value is added to the Total Time Spent field.

	HelpDesk
	Total_Time_Spent
	
	int
	4
	NULL
	This field holds the total amount of time (in minutes) spent on this case by the Help Desk staff.

	HelpDesk
	Type
	
	varchar
	50
	NULL
	Once the Category has been chosen, this field allows the user to select an appropriate type. For example, if the category is Employee Services, the types available on this menu might be Human Resources and Facilities.

	HelpDesk
	Work_Log
	
	text
	
	NULL
	The Worklog is a diary field used by those assigned to the entry to record their actions.


Remedy Fields for IP Address Management Table

	IP Address Management
	Asset_ID
	Hostname
	varchar
	30
	NULL
	Unique Computer Host Name

 Format: RSSSBBBBCCCCDD where: 

 R  =  region identifier

 S  =  site, installation, or campus

 B  =  building number

 C  =  classroom or room number

 D  =  device identifier

	IP Address Management
	Entry_ID
	
	varchar
	15
	NOT NULL
	Unique identifier provided by Remedy

	IP Address Management
	MAC_Address
	MAC_Address
	varchar
	30
	NULL
	This field is used to store the address of the network adapter that the asset is assigned by the network adapter manufacturer.

If this installation includes integration with a discovery service, this field may be used for populating and updating the value in this field automatically.

	IP Address Management
	IP_Address
	IP_Address
	varchar
	15
	NULL
	This field is used to store the address location that the asset is assigned on the network.

If this installation includes integration with a discovery service, this field may be used for populating and updating the value in this field automatically.


Remedy Fields for Location Table

	Location
	Assigned-To
	
	varchar
	32
	NULL
	The person assigned to this location.

	Location
	ATRRS_DTF_ID
	
	int
	4
	NULL
	Use this field to choose the Designated Training Facility.

	Location
	Create_date
	
	int
	4
	NOT NULL
	Record creation date

	Location
	Entry_ID
	
	varchar
	15
	NOT NULL
	Unique identifier generated by Remedy

	Location
	Facility
	
	varchar
	30
	NOT NULL
	The facility of the person entering a help desk case. Select a facility from the menu list.

	Location
	Last-Modified-By
	
	varchar
	32
	NULL
	Name of user who last modified record

	Location
	Modified_date
	
	int
	4
	NOT NULL
	Last modified date

	Location
	Region
	
	varchar
	30
	NULL
	Use this field to store the appropriate geographic region.

	Location
	Short_Description
	
	varchar
	128
	NOT NULL
	Short description of this location

	Location
	Site
	
	varchar
	30
	NOT NULL
	This field is used to store the names of the sites to be able to select a site from the menu list.

	Location
	Status
	
	int
	4
	NOT NULL
	Status Indicator

	Location
	Submitter
	
	varchar
	30
	NULL
	Person Submitting Location record


Remedy Fields for Metrics Table

	Metrics
	Case-ID+
	
	char
	10
	NOT NULL
	Unique ID field for each case to be reported.

	Metrics
	Metric_ID
	
	int
	4
	NOT NULL
	Unique ID field for each metric .

	Metrics
	MetricDescription
	
	varchar
	68
	NULL
	Use this field to choose the description of the metric.

	Metrics
	MetricEndDateTime
	
	datetime
	8
	NULL
	Use this field to store the end date for the metric.

	Metrics
	MetricQuantity
	
	int
	4
	NULL
	Use this field to store the number of metrics.

	Metrics
	MetricStartDateTime
	
	datetime
	8
	NULL
	Use this field to store the start date for the metric.

	Metrics
	MetricType_ID
	
	int
	4
	NULL
	This field is used to choose the type of metric.


Remedy Fields for Metric Type Table

	MetricType
	MetricDescription
	
	char
	65
	NULL
	Use this field to describe the type of metric.

	MetricType
	MetricType_ID
	
	int
	4
	NOT NULL
	Unique ID field for Metric type.


Remedy Fields for People Table

	People
	AddrLine
	
	varchar
	50
	NULL
	Address from change request.

	People
	Assigned_to
	
	varchar
	30
	NULL
	The person assigned to the changed request

	People
	City_Name_
	
	varchar
	50
	NULL
	Name of city 

	People
	Country
	
	varchar
	5
	NULL
	Country description

	People
	Create_date
	
	int
	4
	NOT NULL
	Record creation date

	People
	Entry_ID
	
	varchar
	15
	NOT NULL
	Unique identifier generated by Remedy

	People
	Facility
	
	varchar
	30
	NOT NULL
	The name of the facility where the user or contact is from. Select a facility from the menu list.

	People
	Fax
	
	varchar
	30
	NULL
	Fax number

	People
	First_Name
	
	varchar
	14
	NULL
	Use this field to store the first name of the user or contact.

	People
	Full_Name
	
	varchar
	128
	NULL
	This field stores the full name of the person from the SHR:People form or the Group Name from the SHR:ApplicationGroups form

	People
	ID
	
	varchar
	30
	NULL
	Unique ID for each People record

	People
	Last_Modified_By
	
	varchar
	30
	NOT NULL
	Name of user who last modified record

	People
	Last_Name
	
	varchar
	25
	NULL
	Use this field to store the last name of the user or contact.

	People
	Login_End_date
	
	int
	4
	NULL
	Contains information of NT Login account

	People
	Login_Name
	
	varchar
	30
	NULL
	This is a required field that stores the login name of the person from the SHR:People form or the Group Name from the SHR:ApplicationGroups form.

	Peple
	Login_Start_Date
	
	int
	4
	
	When NT account expires

	People
	Manager_
	
	int
	4
	NULL
	Manager ID related to People

	People
	Modified_date
	
	int
	4
	NOT NULL
	Last modified date

	People
	Office
	
	varchar
	50
	NULL
	Office

	People
	Phone
	
	varchar
	30
	NULL
	This field stores the phone number of the person or group associated with this asset.

	People
	Postal_Code_
	
	varchar
	30
	NULL
	Zip code

	People
	Region
	
	varchar
	30
	NOT NULL
	Use this field to select the appropriate geographic region in which the user or contact is located. When a value has been chosen for the region, a value can be selected for the site

	People
	Role
	
	varchar
	30
	NULL
	This field stores the role or capacity in which this individual or group is related to this asset. Roles are user, owner, or manager.

	People
	Site
	
	varchar
	30
	NOT NULL
	The name of the site where the user or contact is located. Select a site from the menu list.

	People
	SocSecNum
	
	varchar
	35
	NULL
	Use this field to store the social security number of the user or contact.

	People
	State_Prov_
	
	varchar
	15
	NULL
	State or Provence

	People
	Status
	
	varchar
	128
	NULL
	If the asset is to be deleted from the asset form, the associated people records are marked for deletion in the Asset People form. Otherwise, the status is New.

	People
	Submitter
	
	varchar
	30
	NULL
	Person Submitting People record

	People
	Support_Staff_
	
	int
	4
	NULL
	Support Staff Item


Remedy Fields for Server Table

	Server
	Asset_ID
	Hostname
	varchar
	30
	NULL
	This field stores the identification number of an asset. This unique alpha-numeric value is the primary means of identifying the asset. On this form, the Asset ID field represents the asset in which this server detail will be associated.

	Server
	BIOS
	Bios_Manufacturer
	varchar
	30
	NULL
	This field is used to store the type of BIOS provided by the manufacturer that is installed in the system.

If this installation includes integration with a discovery service, this field may be used for populating and updating the value in this field automatically

	Server
	BIOS_Date
	Bios_Date
	varchar
	16
	NULL
	BIOS Date

	Server
	BIOS_ID_Bytes
	Bios_ID_Bytes
	varchar
	16
	NULL
	BIOS ID Bytes

	Server
	BIOS_String
	Bios_String
	varchar
	128
	NULL
	Bios Info

	Server
	charBootServer
	Hardware_System
	varchar
	50
	NULL
	This field is used to store the name of the server used to boot the system.

If this installation includes integration with a discovery service, this field may be used for populating and updating the value in this field automatically.

	Server
	Computer_Architecture
	Computer_Architecture
	varchar
	64
	NULL
	Chip set on motherboard

	Server
	Entry_ID
	
	varchar
	15
	NOT NULL
	Unique identifier generated by Remedy

	Server
	Hardware_System_ID
	Hardware_System_ID
	varchar
	64
	NULL
	Algorithm base on hostname and Tivoli  object ID

	Server
	HW_Manufacturer
	HW_Manufacturer
	varchar
	32
	NULL
	Bios HW Manufacturer

	Server
	Manufacturer_Name
	Manufacturer_Name
	varchar
	32
	NULL
	Name of Manufacturer

	Server
	NT_Current_Build
	NT_Current_Build
	varchar
	32
	NULL
	Current Build of Windows NT

	Server
	NT_Current_Type
	NT_Current_Type
	varchar
	32
	NULL
	Type of Windows NT Version

	Server
	NT_Current_Version
	NT_Current_Version
	varchar
	32
	NULL
	Current Version of Windows NT

	Server
	NT_Install_Date
	NT_Install_Date
	varchar
	32
	NULL
	Date Windows NT was Installed

	Server
	NT_System_Root
	NT_System_Root
	varchar
	32
	NULL
	Directory in which NT is Installed

	Server
	Operating_System
	Booted_OS_Name
	varchar
	30
	NULL
	This field is used to store the operating system type that is installed on the system.

If this installation includes integration with a discovery service, this field may be used for populating and updating the value in this field automatically.

	Server
	Operating_System_Version
	Booted_OS_Version
	varchar
	30
	NULL
	This field is used to store the version of the operating system that is installed in the system.

If this installation includes integration with a discovery service, this field may be used for populating and updating the value in this field automatically.

	Server
	Patch_Level
	NT_Service_Pack
	varchar
	64
	NULL
	This field is used to store the patch-level information for the system.

If this installation includes integration with a discovery service, this field may be used for populating and updating the value in this field automatically.

	Server
	Processor
	Bios_Model
	varchar
	30
	NULL
	This field is used to store the type of processor installed in the system.

If this installation includes integration with a discovery service, this field may be used for populating and updating the value in this field automatically.

	Server
	Total_Ram
	Physical_Memory_KB
	varchar
	30
	NULL
	This field is used to store the amount of physical RAM installed in the system.

If this installation includes integration with a discovery service, this field may be used for populating and updating the value in this field automatically.


Remedy Fields for Solutions Table

	Solutions
	Assigned_to
	
	varchar
	30
	NULL
	This field stores the name of the person who needs to approve this solution.

	Solutions
	Case_Description
	
	text
	
	NULL
	This field contains a detailed description of the case. Typically, solutions are searched by Category, Type, and Item Affected.

	Solutions
	Case_Summary
	
	varchar
	128
	NULL
	This field contains a brief summary of the case. If the user selects the List Solution function (Solutions button) on the HPD-HelpDesk form, the Search Keyword is used to find a match in the Short Description and Solution Summary fields.

	Solutions
	Category
	
	varchar
	50
	NULL
	Use this field to choose the category to which this solution belongs. Select a category from the menu list.

	Solutions
	Correct_Solution
	
	int
	4
	NULL
	This hidden field is used by the HPD:HPD-UseSoln series of filters and the HPD:SN-IncCount and DecCount filters to help determine the number of times a solution was used for a Help Desk case. It is set to yes or no by a macro called from a filter.

	Solutions
	Count
	
	int
	4
	NULL
	This field contains the number of times that this solution has been used in Help Desk entries. It is maintained by the HPD:SN-IncCount and Deccount filters and can be used to sort the solutions by the number of times they have been used.

	Solutions
	Create_Date
	
	int
	4
	NOT NULL
	This field records the time stamp for when this solution was submitted. This field is generated by the AR System.

	Solutions
	History_Log
	
	text
	
	NULL
	This field logs all actions taken during the formulation of this solution. Each entry is time stamped; the user’s Login ID is also noted. No workflow is associated with this field.

	Solutions
	Item
	
	varchar
	50
	NULL
	Item identifier from pick list

	Solutions
	Manager_Notification_Method
	
	int
	4
	NULL
	This hidden field is used to notify a help desk staff member’s manager when a new solution is submitted. This field’s value is retrieved from the manager’s record in the PeopleInformation entry.

	Solutions
	Managers_Name
	
	varchar
	40
	NULL
	This hidden field is used to notify the submitter’s manager of a new solution. This field’s value is retrieved from the Manager value on the PeopleInfo form by the HPD:SN –GetManager filter.

	Solutions
	Managers_Notification_Address
	
	varchar
	90
	NULL
	This hidden field is used to notify a help desk staff member’s manager when a new solution is submitted. This field’s value is defined based on the value in the Manager field. The value for this field is retrieved from the Manager’s PeopleInformation entry.

	Solutions
	Modified_By
	
	varchar
	30
	NOT NULL
	This field records the Login ID of the last user to modify this solution. This value is provided by the AR System.

	Solutions
	Modified_Date
	
	int
	4
	NOT NULL
	This field records a time stamp of the last time this solution was modified. This value is provided by the AR System.

	Solutions
	Solution_Description
	
	text
	
	NULL
	This field provides a detailed description of the solution.

	Solutions
	Solution_ID
	
	varchar
	15
	NOT NULL
	This field is the entry ID associated with the solution record. This field is generated by the AR System.

	Solutions
	Solution_Summary
	
	varchar
	128
	NULL
	This field contains a general summary of the solution. If the user selects the List Solution function (Solutions button) on the HD-HelpDesk form, the Search Keyword is used to find a match in the Short Description and Solution Summary fields.

	Solutions
	Status
	
	int
	4
	NOT NULL
	This field is set when the user entered a solution to the Solution database. The default value is Proposed. When a manager approves a proposed solution, its status is changed to Current; it becomes available to the Help Desk staff.

	Solutions
	Submitted_By
	
	varchar
	30
	NULL
	This field records the Login ID of the user who submitted this solution to the database. The default for this field is $USER$.

	Solutions
	Summary
	
	varchar
	128
	NOT NULL
	This field contains the Case Type sub-category of the case category and case type for which this solution is being defined.

	Solutions
	Type
	
	varchar
	50
	NULL
	Type of Solution


Remedy Fields for Student Registration Table

	Student_Registration
	User_ID
	
	varchar
	30
	NOT NULL
	Unique ID for student

	Student_Registration
	Last_Name
	
	varchar
	69
	NULL
	Student’s Last Name

	Student_Registration
	First_Name
	
	varchar
	69
	NULL
	Student’s First Name

	Student_Registration
	Middle_Initial
	
	varchar
	69
	NULL
	Student’s Middle Initial

	Student_Registration
	SSN
	
	varchar
	69
	NULL
	Social Security Number of student. (last 4)

	Student_Registration
	Course_ID
	
	varchar
	10
	NULL
	Unique ID for this particular course.

	Student_Registration
	Course_Start_Date
	
	int
	8
	NULL
	Date the course starts

	Student_Registration
	Course_End_Date
	
	Int
	8
	NULL
	Date the course ends

	Student_Registration
	Service_Status
	
	varchar
	69
	
	Military branch eg Army, Reserve, Navy


Remedy Fields for Task Table

	Task
	Actual_Duration
	
	Float
	8
	NULL
	Use this field to indicate the actual duration (in hours) of implementing the change request. This field is filled in automatically when the Status field is changed to Resolved.

	Task
	Actual_End_Date
	
	int
	4
	NULL
	Use this field to indicate the date the change request was implemented. This field is filled in automatically when the Status field is changed to Resolved.

	Task
	Actual_Start_Date
	
	int
	4
	NULL
	Use this field to indicate the date the change request actually started. This field is filled in automatically when the Status field is changed to In Progress.

	Task
	Assignee_Login_Name
	
	varchar
	30
	NULL
	The login name of the person assigned to the change request.

	Task
	Assignee_Manager_Full_Name
	
	varchar
	128
	NULL
	The manager’s full name of the assigned person to the change request

	Task
	Assignee_Manager_Login
	
	varchar
	30
	NULL
	The login name of the manager of the person assigned to the change request.

	Task
	Audit
	
	text
	
	NULL
	This field is automatically updated by the system whenever certain changes (defined by your organization) are made to the component record.

	Task
	Category
	
	varchar
	50
	NULL
	Use this field to choose the category to which this component belongs. Select a category from the menu list.

	Task
	Change_ID_
	
	varchar
	30
	NULL
	This is the Change ID of the change linked to this task. Press return in this field to display the change request.

	Task
	Closure_Code
	
	int
	4
	NULL
	Code describing task closure

	Task
	Create_date
	
	int
	4
	NOT NULL
	Record creation date

	Task
	Description
	
	text
	
	NULL
	Long description of the task

	Task
	Escalated
	
	int
	4
	NULL
	This field indicates whether the entry is in an escalated state.

	Task
	Facility
	
	varchar
	30
	NULL
	Classroom (DTF) identifier

	Task
	Hotlist
	
	int
	4
	NULL
	Indicates if this is a hotlist item

	Task
	Implementor_Group_
	
	varchar
	30
	NULL
	The group of implementers automatically assigned to the change task.

	Task
	Implementor_Name_
	
	varchar
	128
	NULL
	The name of the person implementing the change task.

	Task
	Item
	
	varchar
	50
	NULL
	The Item field further defines the categorization of the change task. The Item menu list dynamically changes based on the value entered in the Type field. Select an item from the menu list.

	Task
	Last_Modified_By
	
	varchar
	30
	NOT NULL
	Name of user who last modified record

	Task
	Modified_date
	
	int
	4
	NOT NULL
	The date the change task was last modified.

	Task
	Office
	
	varchar
	50
	NULL
	Office or Location

	Task
	Pending
	
	int
	4
	NULL
	This field shows items or actions pending to complete the change task. Select a pending code from the menu list.

	Task
	Phone_Number
	
	varchar
	30
	NULL
	Phone number

	Task
	Planned_Duration
	
	float
	8
	NULL
	Planned duration of task

	Task
	Planned_End_Date
	
	int
	4
	NULL
	Planned End date of task

	Task
	Planned_Start_Date
	
	int
	4
	NULL
	Planned start date of task

	Task
	Prev_Assignee_Full_Name
	
	varchar
	128
	NULL
	Name of person previously assigned this change request

	Task
	Prev_Assignee_Login
	
	varchar
	30
	NULL
	User Name of person previously assigned this change request

	Task
	Priority
	
	int
	4
	NULL
	Priority level of this task.

	Task
	Region
	
	varchar
	30
	NULL
	Use this field to select the appropriate geographic region in which the task is requested. When a value has been chosen for the region, a value can be selected for the site

	Task
	Request_Supervisor_to_Reassign
	
	int
	4
	NULL
	The Assigned to Individual changes this field to Yes to automatically notify the manager that she wants an entry reassigned. The manager can then reassign the entry or set Request Reassignment back to No

	Task
	Request_Urgency
	
	int
	4
	NULL
	Urgency level of the request

	Task
	Requester_ID
	
	varchar
	128
	NULL
	User ID of the requester

	Task
	Requester_Login_Name
	
	varchar
	30
	NULL
	Login name of the requester

	Task
	Requester_Name
	
	varchar
	128
	NULL
	Name of the requester

	Task
	Scope
	
	int
	4
	NULL
	This field shows the scope of the change task: either global or local. By default, the scope is the same as that of the change request for which you create the change task.

	Task
	Site
	
	varchar
	30
	NULL
	The name of the site where the task is requested. Select a site from the menu list.

	Task
	Status
	
	int
	4
	NOT NULL
	The status of the change task

	Task
	Submitter
	
	varchar
	30
	NULL
	Person Submitting Task record

	Task
	Summary
	
	varchar
	128
	NOT NULL
	Summary Description of Task

	Task
	Task_ID_
	
	varchar
	15
	NOT NULL
	Task ID

	Task
	Task_Plans
	
	text
	
	NULL
	Description of Plan to resolve Task

	Task
	Type
	
	varchar
	50
	NULL
	Type of Task

	Task
	Work_Log
	
	text
	
	NULL
	Work Log pertaining to Task Item


Remedy Fields for Tivoli Trouble Ticket Table

	TivoliTroubleTicket
	Assignee-Login-Name
	
	varchar
	30
	NULL
	The login name of the person assigned to the change request.

	TivoliTroubleTicket
	Case-ID+
	
	char
	10
	NOT NULL
	This field holds the unique numeric identifier for this entry

	TivoliTroubleTicket
	Category
	
	varchar
	50
	NULL
	This menu field offers the requester the option to choose the category of the problem, e.g., hardware, plumbing, software, etc.

	TivoliTroubleTicket
	Create-Time
	
	int
	4
	NULL
	The time/date this case was created when the requester first opens a new case form.

	TivoliTroubleTicket
	Description
	
	text
	variable
	NULL
	Record the details of the case in this field.

	TivoliTroubleTicket
	Item
	
	varchar
	50
	NULL
	Once the Type has been chosen, this menu allows the submitter to choose a specific item. For example, if the Category is Employee Services, and the Type is Human Resources, the Item might be Benefits.

	TivoliTroubleTicket
	Priority
	
	int
	4
	NULL
	The priority that the help desk staff has defined for the case. The Priority determines when the case gets escalated and allows the help desk staff member to set priorities within the work load.

	TivoliTroubleTicket
	Requester-Login-Name+
	
	varchar
	30
	NULL
	This field holds the electronic (Login) Name assigned to the Requester.

	TivoliTroubleTicket
	Source
	
	int
	4
	NULL
	This field represents the method by which this case entered the system.1.Phone - The case was taken by a member of the help desk  staff over the phone. 2.Requester - The requester submitted the case directly using the Action Request System. 3.Email - The case was received via an email submission. 4.Web - The requester submitted the case via a web browser. 5.NMP - The case was submitted based on a defined event within Network Management Platform software. 6.If no selection is made, the field defaults to Phone.

	TivoliTroubleTicket
	Status
	
	int
	4
	NULL
	This menu field contains status possibilities, e.g.,'New','Assigned','Work In Progress','Pending','Resolved', or 'Closed'. 

	TivoliTroubleTicket
	Submitted-By
	
	varchar
	30
	NULL
	This field contains the full name of the person who submitted the entry.

	TivoliTroubleTicket
	Type
	
	varchar
	50
	NULL
	Once the Category has been chosen, this field allows the user to select an appropriate type. For example, if the category is Employee Services, the types available on this menu might be Human Resources and Facilities.


Remedy Fields for Usage Table

	Usage
	Classroom_ID
	
	int
	4
	NULL
	Location ID Lookup

	Usage
	CompoID
	
	int
	4
	NULL
	Component ID Lookup

	Usage
	CourseCode
	
	varchar
	10
	NULL
	User Course Number

	Usage
	CourseOrigin
	
	varchar
	50
	NULL
	This is the proponent school origin for the course

	Usage
	Facility
	
	varchar
	30
	NOT NULL
	The name of the facility where the change is requested from. Select a facility from the menu list.

	Usage
	LengthTime
	
	float
	8
	NULL
	Length of time in hours

	Usage
	No_StudentsDistant
	
	int
	4
	NULL
	Number of Students for distance learning.

	Usage
	No_StudentsLocal
	
	int
	4
	NULL
	Number of Students for local learning.

	Usage
	Region
	
	varchar
	30
	NOT NULL
	Use this field to select the appropriate geographic region in which the usage is evaluated from. When a value has been chosen for the region, a value can be selected for the site

	Usage
	Site
	
	varchar
	30
	NOT NULL
	The name of the site where the usage is evaluated from. Select a site from the menu list.

	Usage
	TrainingDate
	
	datetime
	8
	NULL
	Date of Training (MM/DD/YYYY)

	Usage
	Type_ID
	
	int
	4
	NULL
	Type Training ID Lookup

	Usage
	Unit
	
	varchar
	50
	NULL
	Unit conducting training

	Usage
	Usage_ID
	
	int
	4
	NOT NULL
	Usage Table ID Autonumber


Remedy Fields for Workstation Table

	Workstation
	Asset_ID
	Hostname
	varchar
	30
	NULL
	This field stores the identification number of an asset. This unique alpha-numeric value is the primary means of identifying the asset. On this form, the Asset ID field represents the asset in which this server detail will be associated.

	Workstation
	BIOS
	Bios_Manufacturer
	varchar
	30
	NULL
	This field is used to store the type of BIOS provided by the manufacturer that is installed in the system.

If this installation includes integration with a discovery service, this field may be used for populating and updating the value in this field automatically

	Workstation
	BIOS_Date
	Bios_Date
	varchar
	16
	NULL
	BIOS Date

	Workstation
	BIOS_ID_Bytes
	Bios_ID_Bytes
	varchar
	16
	NULL
	BIOS ID Bytes

	Workstation
	BIOS_String
	Bios_String
	varchar
	128
	NULL
	Bios Info

	Workstation
	charBootServer
	Hardware_System
	varchar
	50
	NULL
	This field is used to store the name of the server used to boot the system.

If this installation includes integration with a discovery service, this field may be used for populating and updating the value in this field automatically.

	Workstation
	Computer_Architecture
	Computer_Architecture
	varchar
	64
	NULL
	Chip set on motherboard

	Workstation
	Entry_ID
	
	varchar
	15
	NOT NULL
	Unique identifier generated by Remedy

	Workstation
	Hardware_System_ID
	Hardware_System_ID
	varchar
	64
	NULL
	Algorithm base on hostname and Tivoli  object ID

	Workstation
	HW_Manufacturer
	HW_Manufacturer
	varchar
	32
	NULL
	Bios HW Manufacturer

	Workstation
	Manufacturer_Name
	Manufacturer_Name
	varchar
	32
	NULL
	Name of Manufacturer

	Workstation
	NT_Current_Build
	NT_Current_Build
	varchar
	32
	NULL
	Current Build of Windows NT

	Workstation
	NT_Current_Type
	NT_Current_Type
	varchar
	32
	NULL
	Type of Windows NT Version

	Workstation
	NT_Current_Version
	NT_Current_Version
	varchar
	32
	NULL
	Current Version of Windows NT

	Workstation
	NT_Install_Date
	NT_Install_Date
	varchar
	32
	NULL
	Date Windows NT was Installed

	Workstation
	NT_System_Root
	NT_System_Root
	varchar
	32
	NULL
	Directory in which NT is Installed

	Workstation
	Operating_System
	Booted_OS_Name
	varchar
	30
	NULL
	This field is used to store the operating system type that is installed on the system.

If this installation includes integration with a discovery service, this field may be used for populating and updating the value in this field automatically.

	Workstation
	Operating_System_Version
	Booted_OS_Version
	varchar
	30
	NULL
	This field is used to store the version of the operating system that is installed in the system.

If this installation includes integration with a discovery service, this field may be used for populating and updating the value in this field automatically.

	Workstation
	Patch_Level
	NT_Service_Pack
	varchar
	64
	NULL
	This field is used to store the patch-level information for the system.

If this installation includes integration with a discovery service, this field may be used for populating and updating the value in this field automatically.

	Workstation
	Processor
	Bios_Model
	varchar
	30
	NULL
	This field is used to store the type of processor installed in the system.

If this installation includes integration with a discovery service, this field may be used for populating and updating the value in this field automatically.

	Workstation
	Total_Ram
	Physical_Memory_KB
	varchar
	30
	NULL
	This field is used to store the amount of physical RAM installed in the system.

If this installation includes integration with a discovery service, this field may be used for populating and updating the value in this field automatically.


Meta Data – Tivoli Tables

A.7
Meta Data – Tivoli Tables

Tivoli Meta Data Table

	Entity Name
	Access Name
	Definition Text
	Comment Text
	Using Model Name

	 Mandatory
	 Conditional
	 Mandatory
	 Optional
	 Conditional

	TivoliMainAsset
	
	Intermediate Table for Main Asset data from Tivoli
	
	

	TivoliHardwareComponent
	
	Intermediate Table for Hardware Component data from Tivoli
	
	

	TivoliSoftwareComponent
	
	Intermediate Table for Software Component data from Tivoli
	
	


Meta Data – Tivoli Fields

A.8
Meta Data – Tivoli Fields

Tivoli Fields for Tivoli Hardware Component Table

	Primary Tables
	Generic Element Name
	Data Type Name
	Maximum Character Count Quantity
	NULL      NOT NULL
	Tivoli Field Name
	Primary Tivoli Table
	Definition Text

	 Added
	 Mandatory
	 Mandatory
	 Mandatory
	 Added
	 Added
	 Added
	 Mandatory

	TivoliMainAsset
	BIOS-Date
	varchar
	16
	NULL
	BIOS_DATE
	INSTALLED_BIOS
	BIOS Date

	TivoliMainAsset
	BIOS-ID-Bytes
	varchar
	16
	NULL
	BIOS_ID_BYTES
	INSTALLED_BIOS
	BIOS ID Bytes

	TivoliMainAsset
	BIOS-Manufacturer
	varchar
	32
	NULL
	BIOS_MANUFACTURER
	INSTALLED_BIOS
	BIOS Manufacturer

	TivoliMainAsset
	BIOS-Model
	varchar
	32
	NULL
	BIOS_MODEL
	INSTALLED_BIOS
	BIOS Model

	TivoliMainAsset
	BIOS-String
	varchar
	128
	NULL
	BIOS_STRING
	INSTALLED_BIOS
	BIOS Info

	TivoliMainAsset
	Booted-OS-Name
	varchar
	16
	NULL
	BOOTED_OS_NAME
	COMPUTER_SYSTEM
	This field is used to store the operating system type that is installed on the system.

If this installation includes integration with a discovery service, this field may be used for populating and updating the value in this field automatically.

	TivoliMainAsset
	Booted-OS-Version
	varchar
	16
	NULL
	BOOTED_OS_VERSION
	COMPUTER_SYSTEM
	This field is used to store the version of the operating system that is installed in the system.

If this installation includes integration with a discovery service, this field may be used for populating and updating the value in this field automatically.

	TivoliMainAsset
	Computer-Architecture
	varchar
	32
	NULL
	COMPUTER_ARCHITECTURE
	COMPUTER_SYSTEM
	Computer Architecture

	TivoliMainAsset
	Computer-Model
	varchar
	32
	NULL
	COMPUTER_MODEL
	COMPUTER_SYSTEM
	Model of computer system

	TivoliMainAsset
	Hardware-System
	varchar
	128
	NULL
	HARDWARE_SYSTEM_DESCRIPTION
	HARDWARE_SYSTEM
	Algorithem base on hostname and Tivoli  object ID

	TivoliMainAsset
	HostName
	varchar
	64
	NOT NULL
	TME_OBJECT_ID
	COMPUTER_SYSTEM
	Unique Computer Host Name

 Format: RSSSBBBBCCCCDD where: 

 R  =  region identifier

 S  =  site, installation, or campus

 B  =  building number

 C  =  classroom or room number

 D  =  device identifier

	TivoliMainAsset
	HW_Manufacturer
	varchar
	32
	NULL
	HW_MANUFACTURER
	BIOS: INSTALLED_BIOS
	BIOS HW Manufacturer

	TivoliMainAsset
	IP-Address
	varchar
	32
	NOT NULL
	NETWORK_NODE_ADDRESS
	NETWORK_NODE
	Based on NETWORK_PROTOCOL=TCP                        Field Contains IP Address

	TivoliMainAsset
	MAC-Address
	varchar
	32
	NOT NULL
	NETWORK_NODE_ADDRESS
	NETWORK_NODE
	Based on NETWORK_PROTOCOL=MAC_NIC              Field Contains MAC Address

	TivoliMainAsset
	Manufacturer-Name
	varchar
	32
	NULL
	MANUFACTURER_ID
	MANUFACTURER
	Name of Manufacturer

	TivoliMainAsset
	NT-Current-Build
	varchar
	32
	NULL
	NT_CURRENT_BUILD
	NT_INFO
	Current Build of Windows NT

	TivoliMainAsset
	NT-Current-Type
	varchar
	32
	NULL
	NT_CURRENT_TYPE
	NT_INFO
	Type of Windows NT Version

	TivoliMainAsset
	NT-Current-Version
	varchar
	32
	NULL
	NT_CURRENT_VERSION
	NT_INFO
	Current Version of Windows NT

	TivoliMainAsset
	NT-Install-Date
	varchar
	32
	NULL
	NT_INSTALL_DATE
	NT_INFO
	Date Windows NT was Installed

	TivoliMainAsset
	NT-Service-Pack
	varchar
	32
	NULL
	NT_SERVICE_PACK
	NT_INFO
	Windows NT Service Pack Version

	TivoliMainAsset
	NT-System-Root
	varchar
	32
	NULL
	NT_SYSTEM_ROOT
	NT_INFO
	Directory in which NT is Installed

	TivoliMainAsset
	Physical-Memory-KB
	int
	4
	NULL
	PHYSICAL_MEMORY_KB
	COMPUTER_SYSTEM_MEMORY
	Computer’s Physical Memory in KB


Tivoli Fields for Tivoli Hardware Component Table

	TivoliHardwareComponent
	CARD-BIOS-Reldate
	varchar
	32
	NULL
	VIDEO_BIOS_RELDATE
	VIDEO_CARD
	Video Card BIOS Release Date

	TivoliHardwareComponent
	CARD-Colors
	varchar
	32
	NULL
	VIDEO_COLORS
	VIDEO_CARD
	Video Card Color Support

	TivoliHardwareComponent
	CARD-DAC-Type
	varchar
	32
	NULL
	VIDEO_DAC_TYPE
	VIDEO_CARD
	Video DAC Type

	TivoliHardwareComponent
	CARD-Memory
	varchar
	32
	NULL
	VIDEO_MEMORY
	VIDEO_CARD
	Video Memory Size

	TivoliHardwareComponent
	CARD-Resolution
	varchar
	32
	NULL
	VIDEO_RESOLUTION
	VIDEO_CARD
	Video Resolution

	TivoliHardwareComponent
	CARD-Type
	int
	8
	NULL
	N/A
	N/A
	Type of video card

	TivoliHardwareComponent
	CARD-Video-BIOS
	varchar
	64
	NULL
	VIDEO_CARD_BIOS
	VIDEO_CARD
	Video Card BIOS Description

	TivoliHardwareComponent
	ComponentType
	int
	8
	NOT NULL
	N/A
	N/A
	Type of component

	TivoliHardwareComponent
	ConfigChangeType
	
	
	
	
	
	

	TivoliHardwareComponent
	ConfigChangeTime
	
	
	
	
	
	

	TivoliHardwareComponent
	FD-Type
	varchar
	16
	NULL
	FLOPPYDRIVE_TYPE
	FLOPPYDRIVE
	Floppy Drive Type

	TivoliHardwareComponent
	HD-Access-Speed
	int
	4
	NULL
	HARDDISK_ACCESS_SPEED
	HARDDISK
	Hard Disk Access Speed

	TivoliHardwareComponent
	HD-Cylinders
	int
	4
	NULL
	HARDDISK_CYLINDERS
	HARDDISK
	Number of Hard Disk Cylinders

	TivoliHardwareComponent
	HD-Heads
	int
	4
	NULL
	HARDDISK_HEADS
	HARDDISK
	Number of Disk Drive Heads

	TivoliHardwareComponent
	HD-Sectors
	int
	4
	NULL
	HARDDISK_SECTORS
	HARDDISK
	Number of Hard Disk Sectors

	TivoliHardwareComponent
	HD-Seek-Time
	int
	4
	NULL
	HARDDISK_SEEK_TIME
	HARDDISK
	Average seek time for Hard Drive

	TivoliHardwareComponent
	HD-SerialNumber
	varchar
	32
	NULL
	HARDDISK_SERIAL_NUMBER
	INSTALLED_HARDDISK
	Serial number of Hard Drive

	TivoliHardwareComponent
	HD-Size
	int
	4
	NULL
	HARDDISK_SIZE_MB
	HARDDISK
	The size of Hard Drive in MB

	TivoliHardwareComponent
	Model
	varchar
	32
	NULL
	<Several>
	<Several>
	He model name of Hardware

	TivoliHardwareComponent
	MON-Size
	varchar
	16
	NULL
	MONITOR_SIZE
	MONITOR
	Monitor Size

	TivoliHardwareComponent
	MOUSE-Buttons
	int
	4
	NULL
	MOUSE_BUTTONS
	INSTALLED_MOUSE
	Number of buttons on mouse

	TivoliHardwareComponent
	MOUSE-Driver-Version
	varchar
	16
	NULL
	MOUSE_DRIVER_VERSION
	INSTALLED_MOUSE
	Version of mouse driver

	TivoliHardwareComponent
	MOUSE-Interrupt-Line
	varchar
	16
	NULL
	MOUSE_INTERRUPT_LINE
	INSTALLED_MOUSE
	Interrupt line for mouse

	TivoliHardwareComponent
	PORT_BaseAddress
	varchar
	16
	NOT NULL
	PC_PORT_BASE_ADDRESS
	PC_PORTS
	Base address for port

	TivoliHardwareComponent
	PORT-Number
	varchar
	8
	NULL
	PC_PORT_NUMBER
	PC_PORTS
	Port number

	TivoliHardwareComponent
	PORT-Type
	varchar
	8
	NULL
	PC_PORT_TYPE
	PC_PORTS
	Type of port

	TivoliSoftwareComponent
	ComponentType
	int
	8
	NULL
	N/A
	N/A
	Type of component

	TivoliSoftwareComponent
	Descrip
	varchar
	128
	NULL
	SOFTWARE_VERSION_DESCRIPTION
	SOFTWARE_VERSION
	Description of software component

	TivoliSoftwareComponent
	MajorVersion
	varchar
	16
	NULL
	SOFTWARE_MAJOR_VERSION
	SOFTWARE_VERSION
	Major Ver of software 

	TivoliSoftwareComponent
	MinorVersion
	varchar
	16
	NULL
	SOFTWARE_MINOR_VERSION
	SOFTWARE_VERSION
	Minor version of software

	TivoliSoftwareComponent
	Revision
	varchar
	16
	NULL
	SOFTWARE_REVISION
	SOFTWARE_VERSION
	Revision of software version

	TivoliSoftwareComponent
	Serial-Number
	varchar
	32
	NULL
	SOFTWARE_VERSION_SERIAL_NUMBER
	SOFTWARE_VERSION
	Serial number of software
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Tivoli SQL Script

/*

 * Company:      ACS

 * Project:      Tivoli Intermediate Tables DATA MODEL

 * Author:       Chris Behling

 *

 * Date Created: 02/14/2000

 * Target DBMS : MS SQL Server 7.0

 */

/*

 * NOTES

 * 

 * 1.  Need to change Inventory.dbo to Inventory.Tivoli to work with

 *     the actual Tivoli database

 * 

 * 2.  Need to change 'use Intermediate' to 'use ARSystem'

 *

 * 3.  "drop table" commands will generate an error the first time you run this -- that is ok.

 *

 * 4.  May need to prepend the server name to the Inventory.Tivoli. table names

 *

 */

use Inventory

go

dump tran Inventory with NO_LOG

go

drop table TivoliHardwareComponent

go

drop table TivoliSoftwareComponent

go

drop table TivoliMainAsset

go

drop view TivoliSoftwareView

go

/* 

 * TABLE: TivoliHardwareComponent 

 */

CREATE TABLE TivoliHardwareComponent(

    HostName                char(64)       NOT NULL,

    ComponentType           int            NOT NULL,

    ConfigChangeType        varchar(12)    NULL,

    ConfigChangeTime        varchar(32)    NULL,

    Manufacturer_Name       varchar(64)    NULL,

    Model                   varchar(64)    NULL,

    PORT_BaseAddress        varchar(16)    NULL,

    PORT_Type               varchar(8)     NULL,

    PORT_Number             varchar(8)     NULL,

    HD_SerialNumber         varchar(32)    NULL,

    HD_Size                 int            NULL,

    HD_Access_Speed         int            NULL,

    HD_Seek_Time            int            NULL,

    HD_Heads                int            NULL,

    HD_Sectors              int            NULL,

    HD_Cylinders            int            NULL,

    FD_Type                 varchar(32)    NULL,

    MOUSE_Buttons           int            NULL,

    MOUSE_Driver_Version    varchar(16)    NULL,

    MOUSE_Interrupt_Line    varchar(16)    NULL,

    MON_Size                varchar(16)    NULL,

    CARD_Type               int            NULL,

    CARD_Video_Bios         varchar(64)    NULL,

    CARD_DAC_Type           varchar(32)    NULL,

    CARD_Memory             varchar(32)    NULL,

    CARD_Resolution         varchar(32)    NULL,

    CARD_Colors             varchar(32)    NULL,

    CARD_BIOS_Reldate       varchar(32)    NULL

) 

go

IF OBJECT_ID('TivoliHardwareComponent') IS NOT NULL

    PRINT '<<< CREATED TABLE TivoliHardwareComponent >>>'

ELSE

    PRINT '<<< FAILED CREATING TABLE TivoliHardwareComponent >>>'

go

/* 

 * TABLE: TivoliMainAsset 

 */

CREATE TABLE TivoliMainAsset(

    HostName                 char(64)        NOT NULL,

    Manufacturer_Name        varchar(32)     NULL,

    Booted_OS_Name           varchar(16)     NULL,

    Booted_OS_Version        varchar(16)     NULL,

    Hardware_System          varchar(128)    NULL,

    Computer_Architecture    varchar(32)     NULL,

    NT_Current_Build         varchar(32)     NULL,

    NT_Current_Type          varchar(32)     NULL,

    NT_Current_Version       varchar(32)     NULL,

    NT_System_Root           varchar(32)     NULL,

    NT_Service_Pack          varchar(32)     NULL,

    NT_Install_Date          varchar(32)     NULL,

    BIOS_ID_Bytes            varchar(16)     NULL,

    BIOS_Date                varchar(16)     NULL,

    BIOS_String              varchar(128)    NULL,

    HW_Manufacturer          varchar(32)     NULL,

    BIOS_Manufacturer        varchar(32)     NULL,

    BIOS_Model               varchar(32)     NULL,

    Physical_Memory_KB       int             NULL,

    IP_Address               varchar(32)     NULL,

    MAC_Address              varchar(32)     NULL

) 

go

CREATE UNIQUE CLUSTERED INDEX CLUST ON TivoliMainAsset(HostName)

go

IF OBJECT_ID('TivoliMainAsset') IS NOT NULL

    PRINT '<<< CREATED TABLE TivoliMainAsset >>>'

ELSE

    PRINT '<<< FAILED CREATING TABLE TivoliMainAsset >>>'

go

/* 

 * TABLE: TivoliSoftwareComponent 

 */

CREATE TABLE TivoliSoftwareComponent(

    HostName             char(64)        NOT NULL,

    ComponentType        int             NULL,

    Manufacturer_Name    varchar(32)     NULL,

    MajorVersion         varchar(16)     NULL,

    MinorVersion         varchar(16)     NULL,

    Revision             varchar(16)     NULL,

    Descrip              varchar(128)    NULL,

    Serial_Number        varchar(32)     NULL,

    FilePath             varchar(255)    NULL

) 

go

IF OBJECT_ID('TivoliSoftwareComponent') IS NOT NULL

    PRINT '<<< CREATED TABLE TivoliSoftwareComponent >>>'

ELSE

    PRINT '<<< FAILED CREATING TABLE TivoliSoftwareComponent >>>'

go

CREATE VIEW TivoliSoftwareView as

SELECT   ComponentType ,

         HostName, 

         Descrip, 

         MajorVersion

FROM     TivoliSoftwareComponent

GROUP BY ComponentType ,

         HostName, 

         Descrip, 

         MajorVersion

go

IF OBJECT_ID('TivoliSoftwareView') IS NOT NULL

    PRINT '<<< CREATED TABLE TivoliSoftwareView >>>'

ELSE

    PRINT '<<< FAILED CREATING TABLE TivoliSoftwareView >>>'

go

GRANT ALL on TivoliMainAsset to PUBLIC

go

GRANT ALL on TivoliSoftwareComponent to PUBLIC

go

GRANT ALL on TivoliSoftwareView to PUBLIC

go

GRANT ALL on TivoliHardwareComponent to PUBLIC

go

/************************************************************************/

/*                                                                      */

/*    Drops and re-creates Tivoli Stored Procedures                     */

/*                                                                      */

/************************************************************************/

DROP PROCEDURE spMoveTivoli

go

CREATE PROCEDURE spMoveTivoli

@SoftwareFlag   int ,

@HardwareFlag   int 

AS

    PRINT '<<< Started spMoveTivoli at >>>'

    select getdate()

   /*-------------------------------------------------------------*/

   /* local variables                                             */

   /*-------------------------------------------------------------*/

   DECLARE

    @NextID         int ,

    @ComponentType  int ,

    @CardType       int

   /*-------------------------------------------------------------*/

   /* Tivoli variables                                            */

   /*-------------------------------------------------------------*/

   DECLARE

    @Hardware_System_ID     varchar(64) ,

    @HostName               varchar(64) ,

    @Manufacturer_Name      varchar(32) ,

    @Booted_OS_Name         varchar(16) ,

    @Booted_OS_Version      varchar(16) ,

    @Hardware_System        varchar(128) ,

    @Computer_Architecture  varchar(32) , 

    @NT_Current_Build       varchar(32) ,

    @NT_Current_Type        varchar(32) ,

    @NT_Current_Version     varchar(32) ,

    @NT_System_Root         varchar(32) ,

    @NT_Service_Pack        varchar(32) ,

    @NT_Install_Date        varchar(32) ,

    @BIOS_ID_Bytes          varchar(32) ,

    @BIOS_Date              varchar(32) ,

    @BIOS_String            varchar(128),

    @HW_Manufacturer        varchar(32) ,

    @BIOS_Manufacturer      varchar(32) ,

    @BIOS_Model             varchar(32) ,

    @Physical_Memory_KB     int ,

    @IP_Address             varchar(64) ,

    @MAC_Address            varchar(64)

   /*-------------------------------------------------------------*/

   /*  Cursor                                                     */

   /*-------------------------------------------------------------*/

   DECLARE MainAssetCursor CURSOR

   FOR

   SELECT   a.hardware_system_id ,

            b.tme_object_label, 

            c.manufacturer_name ,

            b.booted_os_name ,

            b.booted_os_version ,

            a.hardware_system_description ,

            b.computer_architecture ,

            d.NT_Current_Build ,

            d.NT_Current_Type  ,

            d.NT_Current_Version ,

            d.NT_System_Root ,

            d.NT_Service_Pack ,

            d.NT_Install_Date ,

            e.BIOS_ID_Bytes ,

            e.BIOS_Date ,

            e.BIOS_String ,

            e.HW_Manufacturer ,

            e.BIOS_Manufacturer ,

            e.BIOS_Model ,

            f.Physical_Memory_KB ,

            IP.network_node_address ,

            MAC.network_node_address

   FROM     Inventory.Tivoli.HARDWARE_SYSTEM         a ,

            Inventory.Tivoli.COMPUTER_SYSTEM         b ,

            Inventory.Tivoli.MANUFACTURER            c ,

            Inventory.Tivoli.NT_INFO                 d ,

            Inventory.Tivoli.INSTALLED_BIOS          e ,

            Inventory.Tivoli.COMPUTER_SYSTEM_MEMORY  f ,

            Inventory.Tivoli.NETWORK_NODE            IP ,

            Inventory.Tivoli.NETWORK_NODE            MAC

   WHERE    a.hardware_system_id   = b.hardware_system_id   AND

            a.manufacturer_id     *= c.manufacturer_id      AND

            a.hardware_system_id  *= d.hardware_system_id   AND

            a.hardware_system_id  *= e.hardware_system_id   AND

            a.hardware_system_id  *= f.hardware_system_id   AND

            a.hardware_system_id  *= IP.hardware_system_id  AND

            IP.network_protocol    = "TCP"                  AND

            IP.config_change_type  = "INSERT"               AND

            a.hardware_system_id  *= MAC.hardware_system_id  AND

            MAC.network_protocol   = "MAC_NIC"              AND

            MAC.config_change_type = "INSERT"

   /*-------------------------------------------------------------*/

   /* 1. set all starting default values                          */

   /*-------------------------------------------------------------*/

   SELECT @NextID = 1

   /*-------------------------------------------------------------*/

   /* 2. Delete any existing records                              */

   /*-------------------------------------------------------------*/

   DELETE FROM TivoliMainAsset

   IF @HardwareFlag > 0 

      DELETE FROM TivoliHardwareComponent

   IF @SoftwareFlag > 0 

      DELETE FROM TivoliSoftwareComponent   

   /*-------------------------------------------------------------*/

   /* 3. fetch the records one at a time and add to tables        */       

   /*-------------------------------------------------------------*/

   OPEN    MainAssetCursor

   FETCH   MainAssetCursor INTO

           @Hardware_System_ID ,

           @HostName ,

           @Manufacturer_Name ,

           @Booted_OS_Name ,

           @Booted_OS_Version ,

           @Hardware_System ,

           @Computer_Architecture ,

           @NT_Current_Build ,

           @NT_Current_Type  ,

           @NT_Current_Version ,

           @NT_System_Root ,

           @NT_Service_Pack ,

           @NT_Install_Date ,

           @BIOS_ID_Bytes ,

           @BIOS_Date ,

           @BIOS_String ,

           @HW_Manufacturer ,

           @BIOS_Manufacturer ,

           @BIOS_Model ,

           @Physical_Memory_KB ,

           @IP_Address ,

           @Mac_Address

   WHILE @@FETCH_STATUS  = 0

      BEGIN

      /*-------------------------------------------------------------*/

      /* insert main asset record                                    */

      /*-------------------------------------------------------------*/

      INSERT INTO TivoliMainAsset

             ( HostName ,

               Manufacturer_Name ,

               Booted_OS_Name ,

               Booted_OS_Version ,

               Hardware_System ,

               Computer_Architecture ,

               NT_Current_Build ,

               NT_Current_Type  ,

               NT_Current_Version ,

               NT_System_Root ,

               NT_Service_Pack ,

               NT_Install_Date ,

               BIOS_ID_Bytes ,

               BIOS_Date ,

               BIOS_String ,

               HW_Manufacturer ,

               BIOS_Manufacturer ,

               BIOS_Model ,

               Physical_Memory_KB ,

               IP_Address ,

               MAC_Address )

           VALUES

             ( @HostName ,

               @Manufacturer_Name ,

               @Booted_OS_Name ,

               @Booted_OS_Version ,

               @Hardware_System ,

               @Computer_Architecture ,

               @NT_Current_Build ,

               @NT_Current_Type  ,

               @NT_Current_Version ,

               @NT_System_Root ,

               @NT_Service_Pack ,

               @NT_Install_Date ,

               @BIOS_ID_Bytes ,

               @BIOS_Date ,

               @BIOS_String ,

               @HW_Manufacturer ,

               @BIOS_Manufacturer ,

               @BIOS_Model ,

               @Physical_Memory_KB ,

               @IP_Address ,

               @MAC_Address )

      IF @HardwareFlag > 0

         BEGIN

         /*-------------------------------------------------------------*/

         /* 4. get all of the components                                */

         /*-------------------------------------------------------------*/

         /*-------------------------------------------------------------*/

         /* 4.1 Ports                                                   */

         /*-------------------------------------------------------------*/

         SELECT @ComponentType = 1

         INSERT INTO TivoliHardwareComponent

           ( HostName ,

             ComponentType ,

             ConfigChangeType ,

             ConfigChangeTime ,

             PORT_BaseAddress ,

             PORT_Type        ,

             PORT_Number      )

         SELECT

             @HostName ,

             @ComponentType ,

             a.config_change_type ,

             a.config_change_time ,

             a.pc_port_base_address ,

             a.pc_port_type ,

             a.pc_port_number

         FROM     Inventory.Tivoli.PC_PORTS   a

         WHERE    a.hardware_system_id  = @hardware_system_id

         /*-------------------------------------------------------------*/

         /* 4.2 Hard Drive                                              */

         /*-------------------------------------------------------------*/

         SELECT @ComponentType = 2

         INSERT INTO TivoliHardwareComponent

           ( HostName ,

             ComponentType ,

             ConfigChangeType ,

             ConfigChangeTime ,

             Manufacturer_Name ,

             Model ,

             HD_SerialNumber , 

             HD_Size         ,

             HD_Access_Speed ,

             HD_Seek_Time ,

             HD_Heads     ,

             HD_Sectors   ,

             HD_Cylinders )

         SELECT

             @HostName ,

             @ComponentType ,

             a.config_change_type ,

             a.config_change_time ,

             b.manufacturer_id ,

             b.harddisk_model ,

             a.harddisk_serial_number ,

             b.harddisk_size_mb ,

             b.harddisk_access_speed ,

             b.harddisk_seek_time ,

             b.harddisk_heads ,

             b.harddisk_sectors ,

             b.harddisk_cylinders

         FROM     Inventory.Tivoli.INSTALLED_HARDDISK      a ,

                  Inventory.Tivoli.HARDDISK                b

         WHERE    a.hardware_system_id  = @hardware_system_id AND

                  a.harddisk_id         = b.harddisk_id       AND

                  b.manufacturer_id    != NULL

         /*-------------------------------------------------------------*/

         /* 4.3 Floppy Drive                                            */

         /*-------------------------------------------------------------*/

         SELECT @ComponentType = 3

         INSERT INTO TivoliHardwareComponent

           ( HostName ,

             ComponentType ,

             ConfigChangeType ,

             ConfigChangeTime ,

             Manufacturer_Name ,

             FD_Type )

         SELECT

             @HostName ,

             @ComponentType ,

             a.config_change_type ,

             a.config_change_time ,

             b.manufacturer_id ,

             b.floppydrive_type

         FROM     Inventory.Tivoli.INSTALLED_FLOPPYDRIVE      a ,

                  Inventory.Tivoli.FLOPPYDRIVE                b

         WHERE    a.hardware_system_id  = @hardware_system_id AND

                  a.floppydrive_id      = b.floppydrive_id 

         /*-------------------------------------------------------------*/

         /* 4.4 CD-ROM Drive                                            */

         /*-------------------------------------------------------------*/

         SELECT @ComponentType = 4

         INSERT INTO TivoliHardwareComponent

           ( HostName ,

             ComponentType ,

             ConfigChangeType ,

             ConfigChangeTime ,

             Manufacturer_Name ,

             Model )

         SELECT

             @HostName ,

             @ComponentType ,

             a.config_change_type ,

             a.config_change_time ,

             b.manufacturer_id ,

             b.cdrom_drive_model

         FROM     Inventory.Tivoli.INSTALLED_CDROM_DRIVE      a ,

                  Inventory.Tivoli.CDROM_DRIVE                b

         WHERE    a.hardware_system_id  = @hardware_system_id AND

                  a.cdrom_drive_id      = b.cdrom_drive_id 

         /*-------------------------------------------------------------*/

         /* 4.5 Tape Drive                                              */

         /*-------------------------------------------------------------*/

         SELECT @ComponentType = 5

         INSERT INTO TivoliHardwareComponent

           ( HostName ,

             ComponentType ,

             ConfigChangeType ,

             ConfigChangeTime ,

             Manufacturer_Name ,

             Model )

         SELECT

             @HostName ,

             @ComponentType ,

             a.config_change_type ,

             a.config_change_time ,

             b.manufacturer_id ,

             b.tape_drive_model

         FROM     Inventory.Tivoli.INSTALLED_TAPE_DRIVE      a ,

                  Inventory.Tivoli.TAPE_DRIVE                b

         WHERE    a.hardware_system_id  = @hardware_system_id AND

                  a.tape_drive_id      = b.tape_drive_id 

         /*-------------------------------------------------------------*/

         /* 4.6 Keyboard                                                */

         /*-------------------------------------------------------------*/

         SELECT @ComponentType = 6

         INSERT INTO TivoliHardwareComponent

           ( HostName ,

             ComponentType ,

             ConfigChangeType ,

             ConfigChangeTime ,

             Manufacturer_Name ,

             Model )

         SELECT

             @HostName ,

             @ComponentType ,

             a.config_change_type ,

             a.config_change_time ,

             a.manufacturer_id ,

             a.keyboard_model 

         FROM     Inventory.Tivoli.INSTALLED_KEYBOARD   a

         WHERE    a.hardware_system_id  = @hardware_system_id

         /*-------------------------------------------------------------*/

         /* 4.7 Mouse                                                   */

         /*-------------------------------------------------------------*/

         SELECT @ComponentType = 7

         INSERT INTO TivoliHardwareComponent

           ( HostName ,

             ComponentType ,

             ConfigChangeType ,

             ConfigChangeTime ,

             Manufacturer_Name ,

             Model ,

             MOUSE_Buttons  ,

             MOUSE_Driver_Version ,

             MOUSE_Interrupt_Line )

         SELECT

             @HostName ,

             @ComponentType ,

             a.config_change_type ,

             a.config_change_time ,

             a.manufacturer_id ,

             a.mouse_model ,

             a.mouse_buttons ,

             a.mouse_driver_version ,

             a.mouse_interrupt_line

         FROM     Inventory.Tivoli.INSTALLED_MOUSE   a

         WHERE    a.hardware_system_id  = @hardware_system_id

         /*-------------------------------------------------------------*/

         /* 4.8 Monitor                                                 */

         /*-------------------------------------------------------------*/

         SELECT @ComponentType = 8

         INSERT INTO TivoliHardwareComponent

           ( HostName ,

             ComponentType ,

             ConfigChangeType ,

             ConfigChangeTime ,

             Manufacturer_Name ,

             Model ,

             MON_Size )

         SELECT

             @HostName ,

             @ComponentType ,

             a.config_change_type ,

             a.config_change_time ,

             b.manufacturer_id ,

             b.monitor_model ,

             b.monitor_size

         FROM     Inventory.Tivoli.INSTALLED_MONITOR      a ,

                  Inventory.Tivoli.MONITOR                b

         WHERE    a.hardware_system_id  = @hardware_system_id AND

                  a.monitor_id          = b.monitor_id 

         /*-------------------------------------------------------------*/

         /* 4.9 Printer                                                 */

         /*-------------------------------------------------------------*/

         SELECT @ComponentType = 9

         INSERT INTO TivoliHardwareComponent

           ( HostName ,

             ComponentType ,

             ConfigChangeType ,

             ConfigChangeTime ,

             Manufacturer_Name ,

             Model )

         SELECT

             @HostName ,

             @ComponentType ,

             a.config_change_type ,

             a.config_change_time ,

             a.installed_pr_id ,

             a.printer_id 

         FROM     Inventory.Tivoli.INSTALLED_PRINTER      a ,

                  Inventory.Tivoli.PRINTER                b

         WHERE    a.hardware_system_id  = @hardware_system_id AND

                  a.printer_id          = b.printer_id 

         /*-------------------------------------------------------------*/

         /* 4.10 Cards                                                  */

         /*-------------------------------------------------------------*/

         SELECT @ComponentType = 10

         /*-------------------------------------------------------------*/

         /* 4.10.1 Network Card                                         */

         /*-------------------------------------------------------------*/

         SELECT @CardType = 1

         INSERT INTO TivoliHardwareComponent

           ( HostName ,

             ComponentType ,

             ConfigChangeType ,

             ConfigChangeTime ,

             CARD_Type ,

             Manufacturer_Name ,

             Model )

         SELECT

             @HostName ,

             @ComponentType ,

             a.config_change_type ,

             a.config_change_time ,

             @CardType ,

             b.manufacturer_id ,

             c.network_card_model

         FROM     Inventory.Tivoli.INSTALLED_DEVICE_CARD      a ,

                  Inventory.Tivoli.DEVICE_CARD                b ,

                  Inventory.Tivoli.NETWORK_CARD               c

         WHERE    a.hardware_system_id  = @hardware_system_id AND

                  a.device_card_id      = b.device_card_id    AND

                  a.device_card_id      = c.device_card_id

         /*-------------------------------------------------------------*/

         /* 4.10.2 Video Card                                           */

         /*-------------------------------------------------------------*/

         SELECT @CardType = 2

         INSERT INTO TivoliHardwareComponent

           ( HostName ,

             ComponentType ,

             ConfigChangeType ,

             ConfigChangeTime ,

             CARD_Type ,

             Manufacturer_Name ,

             Model ,

             CARD_Video_Bios ,

             CARD_DAC_Type   ,

             CARD_Memory     ,

             CARD_Resolution ,

             CARD_Colors     ,

             CARD_BIOS_Reldate )

         SELECT

             @HostName ,

             @ComponentType ,

             a.config_change_type ,

             a.config_change_time ,

             @CardType ,

             b.manufacturer_id ,

             c.video_card_model ,

             c.video_card_bios ,

             c.video_dac_type ,

             c.video_memory ,

             c.video_resolution ,

             c.video_colors ,

             c.video_bios_reldate 

         FROM     Inventory.Tivoli.INSTALLED_DEVICE_CARD      a ,

                  Inventory.Tivoli.DEVICE_CARD                b ,

                  Inventory.Tivoli.VIDEO_CARD                 c

         WHERE    a.hardware_system_id  = @hardware_system_id AND

                  a.device_card_id      = b.device_card_id    AND

                  a.device_card_id      = c.device_card_id

         /*-------------------------------------------------------------*/

         /* 4.10.3 Sound Card                                           */

         /*-------------------------------------------------------------*/

         SELECT @CardType = 3

         INSERT INTO TivoliHardwareComponent

           ( HostName ,

             ComponentType ,

             ConfigChangeType ,

             ConfigChangeTime ,

             CARD_Type ,

             Manufacturer_Name ,

             Model )

         SELECT

             @HostName ,

             @ComponentType ,

             a.config_change_type ,

             a.config_change_time ,

             @CardType ,

             b.manufacturer_id ,

             c.sound_card_model

         FROM     Inventory.Tivoli.INSTALLED_DEVICE_CARD      a ,

                  Inventory.Tivoli.DEVICE_CARD                b ,

                  Inventory.Tivoli.SOUND_CARD               c

         WHERE    a.hardware_system_id  = @hardware_system_id AND

                  a.device_card_id      = b.device_card_id    AND

                  a.device_card_id      = c.device_card_id

         /*-------------------------------------------------------------*/

         /* 4.10.4 Modem Card                                           */

         /*-------------------------------------------------------------*/

         SELECT @CardType = 4

         INSERT INTO TivoliHardwareComponent

           ( HostName ,

             ComponentType ,

             ConfigChangeType ,

             ConfigChangeTime ,

             CARD_Type ,

             Manufacturer_Name ,

             Model )

         SELECT

             @HostName ,

             @ComponentType ,

             a.config_change_type ,

             a.config_change_time ,

             @CardType ,

             b.manufacturer_id ,

             c.faxmodem_card_model

         FROM     Inventory.Tivoli.INSTALLED_DEVICE_CARD      a ,

                  Inventory.Tivoli.DEVICE_CARD                b ,

                  Inventory.Tivoli.FAXMODEM_CARD               c

         WHERE    a.hardware_system_id  = @hardware_system_id AND

                  a.device_card_id      = b.device_card_id    AND

                  a.device_card_id      = c.device_card_id

         /*-------------------------------------------------------------*/

         /* 4.10.5 Controller Card                                      */

         /*-------------------------------------------------------------*/

         SELECT @CardType = 5

         INSERT INTO TivoliHardwareComponent

           ( HostName ,

             ComponentType ,

             ConfigChangeType ,

             ConfigChangeTime ,

             CARD_Type ,

             Manufacturer_Name ,

             Model )

         SELECT

             @HostName ,

             @ComponentType ,

             a.config_change_type ,

             a.config_change_time ,

             @CardType ,

             b.manufacturer_id ,

             c.controller_card_model

         FROM     Inventory.Tivoli.INSTALLED_DEVICE_CARD      a ,

                  Inventory.Tivoli.DEVICE_CARD                b ,

                  Inventory.Tivoli.CONTROLLER_CARD               c

         WHERE    a.hardware_system_id  = @hardware_system_id AND

                  a.device_card_id      = b.device_card_id    AND

                  a.device_card_id      = c.device_card_id

         /*-------------------------------------------------------------*/

         /* 4.10.6 IO Card                                              */

         /*-------------------------------------------------------------*/

         SELECT @CardType = 6

         INSERT INTO TivoliHardwareComponent

           ( HostName ,

             ComponentType ,

             ConfigChangeType ,

             ConfigChangeTime ,

             CARD_Type ,

             Manufacturer_Name ,

             Model )

         SELECT

             @HostName ,

             @ComponentType ,

             a.config_change_type ,

             a.config_change_time ,

             @CardType ,

             b.manufacturer_id ,

             c.io_card_model

         FROM     Inventory.Tivoli.INSTALLED_DEVICE_CARD      a ,

                  Inventory.Tivoli.DEVICE_CARD                b ,

                  Inventory.Tivoli.IO_CARD               c

         WHERE    a.hardware_system_id  = @hardware_system_id AND

                  a.device_card_id      = b.device_card_id    AND

                  a.device_card_id      = c.device_card_id

         END

      IF @SoftwareFlag > 0 

         BEGIN

         /*-------------------------------------------------------------*/

         /* 5. Known Software                                           */

         /*-------------------------------------------------------------*/

         SELECT @ComponentType = 1

         INSERT INTO TivoliSoftwareComponent

           ( HostName ,

             ComponentType ,

             MajorVersion ,

             Descrip )

         SELECT

             @HostName ,

             @ComponentType ,

             a.software_version_id ,

             a.software_id

         FROM     Inventory.Tivoli.INSTALLED_SOFTWARE_VIEW  a 

         WHERE    a.hardware_system_id = @hardware_system_id     

         /*-------------------------------------------------------------*/

         /* 6. Unknown Software                                         */

         /*-------------------------------------------------------------*/

         END

      /*-------------------------------------------------------------*/

      /*-------------------------------------------------------------*/

      /* get the next main asset record                              */

      /*-------------------------------------------------------------*/

      /*-------------------------------------------------------------*/

      FETCH   MainAssetCursor INTO

              @Hardware_System_ID ,

              @HostName ,

              @Manufacturer_Name ,

              @Booted_OS_Name ,

              @Booted_OS_Version ,

              @Hardware_System ,

              @Computer_Architecture ,

              @NT_Current_Build ,

              @NT_Current_Type  ,

              @NT_Current_Version ,

              @NT_System_Root ,

              @NT_Service_Pack ,

              @NT_Install_Date ,

              @BIOS_ID_Bytes ,

              @BIOS_Date ,

              @BIOS_String ,

              @HW_Manufacturer ,

              @BIOS_Manufacturer ,

              @BIOS_Model ,

              @Physical_Memory_KB ,

              @IP_Address ,

              @Mac_Address

      END

    PRINT '<<< Ended spMoveTivoli at >>>'

    select getdate()

go

GRANT EXEC ON spMoveTivoli TO PUBLIC

go

IF OBJECT_ID('spMoveTivoli') IS NOT NULL

    PRINT '<<< CREATED PROCEDURE spMoveTivoli >>>'

ELSE

    PRINT '<<< FAILED CREATING PROCEDURE spMoveTivoli >>>'

go
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B.1
Event Correlation

Distributed Monitoring
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Business Rule:

· BR-EC1:  If a distributed monitor generates an event based on the conditions defined in the monitor, then an event will be generated and sent through the Enterprise Management system to the Tivoli Event Console for processing.  The events are described in Table 6.2.2-1, Distributed Monitoring NT Monitors.

NetView Events
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Business Rules:

· BR-EC2:  NetView polls devices at a predetermined time based on the number of devices in its database.

· BR-EC3:  If a device defined in NetView (e.g., switches, routers, other SNMP manageable network data processing devices), fails a ping 3 times in succession, automatically generate a  “down system" event and send it to Tivoli Enterprise Console.

Tivoli Enterprise Console
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Business Rules:

· BR-EC4:  If an event less than 3 hours old already exists, then raise the repeat count of the event and discard this event.

· BR-EC5:  If an event repeat count exceeds defined limits (for the specific event), then raise the severity level.

· BR-EC6:  If there are not predefined actions defined for this event, then only display this event.  Predefined events are listed in Table 7.2.2-6 within the TADP Design Document, which lists distributed monitors that send events.

· BR-EC7:  If an event has an action defined to close the event, then search for this specific event and then close this event.

Tivoli Trouble Ticket Process
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Business Rules:

· BR-EC8:  Trouble tickets are automatically generated by Tivoli for network related failures.

· BR-EC9: Tivoli fatal and critical trouble tickets are prioritized in Remedy as urgent cases.

Script EC#1

#!/bin/sh

#

# Component Name: AR System Plus for Tivoli

#

# Revision: 1.2

#

# Description:

#

# Copyright (c) IT Masters 1999.  All rights reserved.

#

#

# This script is used to allow for events viewed through the

# Tivoli Event Console to be used in creating Trouble Tickets

#

# The first and only argument to this shell is the value passed in

# from the Dialog Description language.  Using the AEF, the

# dialog can be extend to use this shell script to invoke other

# actions by switching on this argment.

# 

# The slot values defined for the root class of the T/EC Events

# are set in the enviroment prior to invoking this shell

#

# These enviroment variables are

#

# ACL, ADAPTER_HOST, ADMINISTRATOR, CAUSE_DATE, CAUSE_HNDL,

# CLASS_NAME, DATE_EVENT, DATE_RECEPTION, EV_KEY, FORMATTED_DATE,

# HANDLE, HOSTNAME, MSG, ORIGIN, SEVERITY, SOURCE, SRVR_HANDLE,

# STATUS, SUB_ORIGIN, and SUB_SOURCE

#

# The object ID of the client where the invocation of this shell

# occured can be obtained from the enviroment variable  TMF_SELF.

#

PRODUCT=ARSPLUS

if [ "x$OS" = "xWindows_NT" ]; then

  ETC=$SystemRoot/system32/drivers/etc/Tivoli

  NULL=nul

else

  ETC=/etc/Tivoli

  NULL=/dev/null

fi

if [ -f ${ETC}/remedy_setup_env.sh ]; then

   .  ${ETC}/remedy_setup_env.sh

else 

   exit 1

fi

OSERV=`objcall 0.0.0 get_oserv`

INTERP=`objcall $OSERV query interp`

DBDIR=`objcall $OSERV query db_dir`

DBDIR=`echo $DBDIR |  sed -e  's|\\\\|/|g'`

INST_DIR=`objcall $OSERV query install_dir`

INST_DIR=`echo $INST_DIR |  sed -e  's|\\\\|/|g'`

BINDIR="$INST_DIR/$INTERP"

TEMP=`wtemp`

DEBUGFILE=$TEMP/${PRODUCT}debug

if [ -f $DEBUGFILE ]; then

   DEBUGOUT=$TEMP/${PRODUCT}_ars_trouble_ticket.sh.debug

   set -x

else

   DEBUGOUT=$NULL

fi

(

env

PATH=$INST_DIR/generic_unix/TME/PLUS/ARS:$PATH

#We don't know where ar is installed to take our best shot at the PATH

PATH=/bin:/usr/bin:/usr/local/bin:/opt/local/bin:/usr/ucb:/usr/ar/bin:/opt/ar/bin:$PATH

# removed because we are now creating the remedy_env.sh

#REMEDY_DIR=`get_ars_dir`

PATH=$REMEDY_DIR/bin:$PATH

export PATH

#Set the HOME variable to avoid overwriting anyones arHome/config file

HOME=/tmp

export HOME

#Get the name of the ars server, pick the first server out of the ar file

#SERVER=`perl $INST_DIR/generic_unix/TME/PLUS/ARS/get_ars_server`

#Get variables

if [ $# -gt 1 ] ; then


#There are some arguments being passed


if [ $# -ge 9 ] ; then



#Wrong number of args



echo Wrong number of arguments to ars_trouble_ticket.sh > /tmp/ars_trouble_ticket.out

            echo $1 $2 $3 $4 $5 $6 $7 $8 >>/tmp/ars_trouble_ticket.out


exit 1


else



EV_KEY=$1



CLASS_NAME=$2



SOURCE=$3



ORIGIN=$4



SEVERITY=$5



HOSTNAME=$6



MSG=$7



ADAPTER_HOST=$8



fi

fi

echo "read this information $ORIGIN" >> $DEBUGOUT

echo $4 >> $DEBUGOUT

printenv >> $DEBUGOUT

if [ -z "$MSG" ] ; then


MSG="$CLASS_NAME"

fi

SHORT_MSG=`echo $MSG | dd ibs=127 count=1 2> /dev/null`

case `uname -sr` in


"SunOS 4"*)



NLSPATH=/usr/share/lib/locale/LC_MESSAGES/C/%N



export NLSPATH



#Take another shot at finding the path to aruser



set - dummy `ls -l /usr/share/lib/locale/LC_MESSAGES/C/arsystem.cat`



while [ $# -gt 1 ]; do shift; done



AR_BIN=`expr $1 : '\(.*\)/[^/]*$'`/../bin



PATH=$AR_BIN:$PATH



export PATH



;;


"SunOS 5"*)



NLSPATH=/usr/lib/locale/C/LC_MESSAGES/%N



export NLSPATH



#Take another shot at finding the path to aruser



set - dummy `ls -l /usr/lib/locale/C/LC_MESSAGES/arsystem.cat`



while [ $# -gt 1 ]; do shift; done



AR_BIN=`expr $1 : '\(.*\)/[^/]*$'`/../bin



PATH=$AR_BIN:$PATH



export PATH



;;


"HP-UX"*)



NLSPATH=/usr/lib/nls/C/%N:$ARS_DIR/locale/%N



export NLSPATH



#Take another shot at finding the path to aruser



set - dummy `ls -l /usr/lib/nls/C/arsystem.cat`



while [ $# -gt 1 ]; do shift; done



AR_BIN=`expr $1 : '\(.*\)/[^/]*$'`/../bin



PATH=$AR_BIN:$PATH



export PATH





;;

esac

if [ "$INTERP" = "w32-ix86" ] ; then


ARUSER=runmacro

else


ARUSER=aruser

fi

$ARUSER -d $INST_DIR/generic_unix/TME/PLUS/ARS -e Tivoli-TT.macro \


-p "User=tivoli_tt" \


-p "Server=$SERVER" \


-p "PD=$SHORT_MSG" \


-p "SV=$SEVERITY" \


-p "HN=$HOSTNAME" \


-p "EI=$EV_KEY" \


-p "ES=$SOURCE" \


-p "EC=$CLASS_NAME" \


-p "LM=$MSG" \


-p "AH=$ADAPTER_HOST"\


-p "EO=$ORIGIN" 2> /tmp/ars_trouble_ticket.out &

 ) >$DEBUGOUT 2>&1

exit 0
Script EC#2

# Tivoli-TT.macro

# Source: Remedy Action Request System (AR System)

# Purpose: Use by Tivoli Plus Module for “generic” submittal of a Trouble Ticket in the form:

# “Tivoli-TT”

#

Set-user: $ User$

Set-schema: Tivoli-TT
$ Server$

Submit: Tivoli-TT
$Server$|8=$PD$
536870912=$SV$
536870916=$HN$
536870913=

$EI$
536870914=$ES$
536870917=$EC$
536870918=$LM$
536870915=$EO$

end

B.2
Firewalls/IDs

TADLP Security Potential Signature Attack
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Business Rules:

· BR-FWID1:  TADLP Firewalls are initially set with a limited amount of ports available to communicate from TADLP to the internet and only using "protocol 99" for normal TADLP data within the network.  In addition, TADLP Network-Based IDS is monitoring TCP/IP traffic on the network segment to detect and respond to network-based intrusion attacks in realtime. IAW TADLP TFM Technical Manual.

· BR-FWID2:  TADLP Network-Based IDS detects an attack and sends an SNMP trap to the Host-Based IDS agent. The Host-Based IDS SNMP Collector, a service installed on TADLP TAC Host-Based IDS Manager, receives the trap and translates it into a format that ONLY the Host-Based IDS can read.  IAW TADLP TFM Technical Manual.

· BR-FWID3:  TADLP Host-Based IDS has set procedures (when pattern is matched) on policies throughout TADLP (FW, Network-Based IDS and Application Servers) that mandates an automatic action (Windows pop-ups and e-mail) to TADLP trusted officials.  IAW TADLP TFM Technical Manual.

· BR-FWID4:  TADLP Helpdesk and the IDS Administrator (Tier 1 & 2) are trained personnel with documentations to provide "basic" up to "intermediate" troubleshooting for TADLP network (Win NT, EED, Network-Based IDS, Host-Based IDS and Firewalls).  IAW TADLP TFM Technical Manual.

· BR-FWID5:  TADLP ISSO will use the appropriate means necessary for isolating and stopping and notifying officials (ANSOC, DOIM, etc.) when getting a network-intrusion attack.  TADLP ISSO will initiate proper security documentations and forward them to TADLP trusted officials for further actions.  IAW TADLP TFM Technical Manual.

· BR-FWID6:  TADLP Host-Based IDS will only send "Critical" data to the ISSO for immediate actions.  IAW TADLP TFM Technical Manual.
B.3
Help Desk, Asset Management and Trouble Ticket for Equipment Down

ACD Call Flow
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Business Rules:

· BR-ACD1:  The current, Phase I, schedule is configured for a business workday that begins at 700 and ends at 1700, EST.

· Phase II, which begins 01 June 2000, will be configured for a business workday that begins at 700 and ends at 2100, EST.

· Phase III, which begins 01 September 2000, will be configured for a 24x7 business workday.

· SC-ACD1:  (Announcement A) Thank you for calling The Army Distance Learning Program Help Desk.  At this time all Technical Support Specialists are assisting other callers.  Please hold for the next available Support Technician.

· SC-ACD2:  (Announcement B) Thank you for continuing to hold.  A Technical Support Specialist will be with you shortly or press 1 at any time to leave a message.

· SC-ACD3:  (Announcement C) You have reached The Army Distance Learning Program Help Desk after normal business hours. Normal business hours are from 7:00 a.m. to 5:00 p.m., EST. You will now be transferred to a voice mailbox.

· SC-ACD4:  (Announcement D) All Technical Support Specialists are assisting other callers.  Please continue to hold as calls are answered in the order received.  If you would prefer to leave a voice mail, please press 1 now to leave call back information.

· SC-ACD5:  (Announcement E) Please provide your name, the phone number where you can be reached, location you are calling in reference too and the problem we can help with.  A Technical Support Specialist will call you back.  Thank You.

Life Cycle of a Case
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Life Cycle of a Case (cont.)


[image: image31.wmf]Perform Analysis

Update Help Desk

Case

No

Yes

Yes

Yes

No

No

Submit solution to

Help Desk

Manager

Help Desk

Manager reviews

Updates solution

Viable solution

approved

Add to Remedy

Solutions DB

Delete from

pending Solutions

DB

Yes

No

Matching Issue

Reported?

Available

Solution?

Escalation

Required?

BR-HDFLOW4

TADLP

Specific

Solution

Yes

STOP

1

3

Provide resolution

per SLS?

Acceptable

resolution?

Yes

Yes

Provide

resolution to

customer

3

No

No

Input resolution &

close case

A

A

No

2


Life Cycle of a Case (cont.)
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Business Rules:

· BR-HDFLOW1: Priorities are determined as defined in the Service Level Standards table in Appendix-B.

· BR-HDFLOW2: Knowledge resources available to the Help Desk Support Staff include:

a. Remedy Solutions database

b. ServiceWare Desktop Suite Knowledge Paks

c. IT Reference Materials and Documentation

· BR-HDFLOW3: The Tier 1 support staff apply the appropriate category, type, and item.

· BR-HDFLOW4:
The solutions database will be populated on a continual basis as the program matures.

Asset Management
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Business Rules:

· BR-HD1 – Change management, a change constitutes:  1) Technology change, 2) Encountering chronic or intermittent problems, 3) System-level upgrades, 4) System-level enhancement, 5) Infrastructure expansion, 6) Asset change that impacts the total architecture, 7) Government requirements.

· BR-HD2 – Asset components are verified against Tivoli inventory each time an asset is under review.

Help Desk Service Level Standards

Hours of Operation

	Level Description:
	Level Flow (Response & Resolution)

	Normal business hours
	· Current, Phase I, Monday – Friday, 700 –1700, EST

· Phase II, 1 June 2000, Monday – Friday 700 – 2100 EST

· Phase III, 1 September 2000, 24x7

	After hours 
	ACD System and pagers used 

	Locations serviced
	All existing site locations

	Scheduled maintenance 
	Planned in advance

	Unscheduled outages
	DOIM responsibility—connectivity to TADLP point of demarcation.

TADLP responsibility—point of demarcation into a facility.


Service Definitions:

Digital Training Facility Managers (Tier 0 – first line of contact at the facility)

Technical Support Specialists (Tier 1 – first point of contact at the Help Desk)

DTFMs and TSSs

	Level Description
	Level Flow (Response & Resolution)

	Telephone 
	Answer <= 3 rings

	ACD 
	Pick up customer call in queue < = 60 seconds.

	Voice mail
	Check every opportunity, not to exceed 30 minutes.

	Messaging
	Designated Ehelp mailbox

Tier 1 checks mailbox in <= 15 minutes

	ARWeb
	24x7 auto availability. Tier 1 checks work queue in <= 15 minutes.

	Tivoli NetView Alerts
	24x7 auto availability. Tier 1 checks work queue in <= 15 minutes.

	Manual Fax
	24x7 auto availability, not to exceed 30 minutes

	Initial response for all service requests (Tier 1)
	Try to resolve within 15 minutes, not to exceed 30 minutes.  Escalate if:

· The Tier 1 support specialist lacks the knowledge to resolve

· Begins to exceed 15 minutes

· The service request requires time away from the workstation and the telephone

Tier 1 first call resolution goal is 90%; threshold 85%

	Initial response for all service requests (Tier 0)
	Try to resolve within 30 minutes, not to exceed 1 hour.


Service Definition:
Operations / Systems Engineering (Tier 2/3) 

Operations Specialists and Systems Engineers

	Level Description
	Level Flow (Response & Resolution)
	Definitions

	All cases that have been: 

Logged 

Prioritized 

Documented 

Assigned 
	Urgent Priority - Response and resolution is within one hour; threshold is 2 hours.  If routed to escalation team or external vendor, status updates are provided and documented in Remedy as frequently as necessary.
	· Loss of function affecting multiple facilities. (e.g., major system is down, network outages, power failures, etc.)

· All Tivoli NetView alerts

· Emergency student registration requests

	
	Emergency Priority – Response and resolution is within 1 hour; threshold is 2 hours. If routed to escalation team or external vendor, status updates are provided and documented in Remedy as frequently as necessary.


	· Loss of function affecting a single facility. (e.g., hardware failure, software conflicts, network support, virus control actions, etc.)  Any problem preventing standard operations.

	
	Routine – Response and resolution is within 30 minutes; threshold is 1 hour.
	· Loss of function to a single customer.

	
	Low – As required
	· Non-critical in nature  

	
	Informational – As required
	· All information requests 

	
	Enhancement – As required
	· Associated with the change process.  Specific to each project


Service Definition:
External Vendors Hardware Repair & Maintenance

Hardware Repairs and Maintenance

	Level Description
	Level Flow  (Response & Resolution)
	Definitions

	Warranty  

Time and materials  


	Warranty / Time and Materials and Resolution / Replacement

Workstations:

· Initial response is within 9 business hours - 24 hour resolution

· VTT equipment – 24 hour response and resolution
	Component failures


Service Definition:
Operations Specialists / System Engineers (Tier 2/3)

Operations Specialists and System Engineers

	Level Description
	Level Flow  (Response & Resolution)
	Definitions

	Activities that are planned, day-to-day administrative-oriented or maintenance tasks and performed on a regular basis.
	
	Exchange administration

Nortel Meridian ACD administration

Remedy administration

Windows NT administration

Tivoli software distribution/upgrades


B.4
LM Host DNS

LM Host and DNS Process Flow
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Business Rules:

BR-LM1 – Device must be running NT 4.0 operating system.  Not required for Windows 2000.

BR-LM2 - Tier 3 support will provide site installer (Tier 1) with the appropriate script.

BR-LM3 – Any changes to the LMHost will be approved by the CM Team.

BR-LM4 – Changes to the LMHost required if local DOIM changes IP addresses.

BR-LM5 -  REFERENCE CORE SERVICES ADMINISTRATION MANUAL.

BR-LM6 -  File lists local and TAC/RTAC PDCs & BDCs.

BR-LM7 -  File lists TAC/RTAC PDCs & BDCs.

BR-DNS1 – All DNS entries will be in TADLP.ARMY.MIL domain.

BR-DNS2 - Only TADLP devices will be entered into DNS.

BR-DNS3 – Zone one transfer occurs every 45 minutes.
B.5
Student Workstation Baseline Restoration

Student Workstation Baseline Restoration
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Business Rules:

BR-BL1 – The student workstation image is developed in accordance with requirements of the SRS and guidance from TMD.

BR-BL2 – Before imaging, ensure total configuration of workstation.

BR-BL3 – Each workstation has its own image on the server.

BR-BL4 – Must update TCP/IP information.

BR-BL5 – If not TPW, Everex, or Reliance, H/W is not currently supported.

BR-BL6 – Updates will occur remotely from the TAC.
B.6
Software Upgrades or Additions

Software Upgrade or Addition for Server
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Software Upgrade or Addition for Workstation
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Business Rules:

· BR-SU1:  Select endpoints from subscriber list to build the file package.

· BR-SU2:  Tivoli Administrator will define the needs for trouble ticket creation, based on TADLP experience.

· BR-SU3:  Workstation must be at idle state.

B.7
Student Registration, Exchange Accounts, NT Accounts, Password Expiration, and Account Expiration

Student Registration
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Password Expiration
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Business Rules:

· BR-NT1: Verify Account existence in NT User Manager for Domains.
· User Profile
· Expiration Date
· BR-NT2: Expiration set for two weeks past end date of latest scheduled course ending.
· BR-NT3: See Student Registration form for data requirements.
· BR-NT4: Replication with every change to database is set to 8 hours. Can be done in 1 hour under exception processing.
· BR-NT5: Student notified 10 days before expiration via a pop-up window when logging in.
· BR-NT6: Student must use password rules supplied in student reference sheet.
· BR-NT7: Student account is locked after 3 unsuccessful logon attempts.
· BR-NT8: Account setup within 24 hours of receipt of a request from the DTFM. Exception processing used to meet 1hour requirements.
· BR-NT9: Signed, completed and legible form from the DTFM.
· BR-NT10: Password change required on initial registration and every 180 days thereafter.
· BR-NT11: User accounts expire 14 days after the end of their course.
· BR-NT12: Report will list all students with a delete date less than the current date and date not equal to 0. 
B.8
ATRRS Import

ATRRS Import into Remedy Process
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ATRRS Listener Process
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1. Endpoint contacts initial gateway in install configuration or does a  broadcast.

2. Intercepting GW forwards request to Endpoint Manager

3. Endpoint manager runs:

a) allow install policy; then 

b) select gateway policy scripts.

5. First gateway that responds adds this EP to its cache.

6. Endpt Mgr returns list of assigned GW as well as alternate gateways to intercepting GW

7. Intercepting GW forwards this to logging Endpoint

8. Endpoint does normal login to assigned gateway.

Intercepting GW

Assigned GW

New EndPoint

Endpoint Manager

4. Endpt Mgr polls (runs new_endpoint method) each of the selected gateways

9. Assigned  GW accepts Endpoint. Endpoint creates configuration data files

Endpoint Login Sequence
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